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Preface

Interaction between processes at various levels takes place everywhere around us. Either

in industry, economics, ecology or on a social level, in many places processes influence

each other. Particularly in those cases where people can affect the outcome of a process,

the question arises how do people come to take a particular action.

To obtain a clearer view of this question within mathematics the paradigms of optimal

control theory and game theory evolved, and dynamic game theory resulted as a merging

of both these topics. This theory brings together the issues of optimizing behavior, the

presence of multiple agents, enduring consequences of decisions and robustness with

respect to variability in the environment. Within this field, linear quadratic differential

games developed and these play an important role for three reasons: first, many

applications of differential game theory fall into this category, secondly, there are

many analytical results available and, thirdly, efficient numerical solution techniques

can be used to solve these games.

Going through the literature, one can find many instances of results dealing with linear

quadratic differential games. Unfortunately, there is no textbook focusing on this subject

and giving a rigorous self-contained treatment of this theory. This textbook intends on the

one hand to fill this gap and on the other hand to show the relevance of this theory by

illustrating the theoretical concepts and results by means of simple economics examples.

Given this background, the organization of the book was chosen as follows. The last

four chapters of the book deal with differential games. Since the theoretical development

of these chapters sets out some knowledge on the one-player case and dynamic

optimization techniques, these chapters are preceded by a rigorous treatment of this

one-player case, the so-called regular linear quadratic control problem, and a chapter on

dynamic optimization theory. To tackle these issues, however, one needs to be familiar

with some preliminary work on linear algebra and dynamical systems. For that reason

those subjects are dealt with first. The first chapter gives some historical developments

and an outline of the book.

Having worked for more than two years on this book I ask myself whether it was worth

all the trouble. Was it worth spending so much spare time and research time to produce

something from which all one can hope is that it will be digestible and does not contain

too many flaws and, on the other hand, does not contain a number of closely related

interesting issues leaving the reader with information without the theory to back it up?

The main motivation for writing this book was in the hope that it somehow might

contribute a small amount to people’s understanding and that some people will appreciate

this book and use it for this purpose. . .



Last, but not least, I would like to thank the people who have contributed, most of them

unknowingly, to this book. First of all my wife, Carine, and children, Elsemiek, Ton and

Heiko, for offering me the chance to use my spare time for doing this. Next, I am

indebted to Hans Schumacher for many discussions over the past decade concerning

various issues on dynamic games, and to both him and Malo Hautus for the use of their

excellent course notes on dynamic optimization. Furthermore Arie Weeren, Rudy Douven

and Bram van den Broek contributed indirectly to the sections on differential games

through their Ph.D. theses. Finally, Hendri Adriaens is acknowledged for his technical

support on LaTEX and Tomasz Michalak for his proof-reading of an early version of this

book.

Answers to the exercises included in this book can be found at http://www.wiley.

com/go/engwerda
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Notation and symbols

Matrix (Operations)

xT transpose of the vector x

k x k2 length xTx of vector x

0 zero; zero vector; zero matrix

I identity matrix

A�1 inverse of matrix A

AT transpose of matrix A

adj(A) adjoint of matrix A

det(A) determinant of matrix A

rank(A) rank of matrix A

trace(A) trace of matrix A

�ðAÞ spectrum of matrix A

�ðAjSÞ spectrum of matrix A restricted to the invariant subspace S

AiðbÞ matrix A with ith column replaced by b

Aji matrix A with row j and column i deleted

Ker A null space of A

NðAÞ null space of A

Im A column space of A

RðAÞ column space of A

diagfA,Bg diagonal matrix with diagonal entries A and B

dim(S) dimension of subspace S

E� eigenspace corresponding with eigenvalue �
E
g
� generalized eigenspace corresponding with eigenvalue �

Ec center subspace

Es stable subspace

Eu unstable subspace

vec(A) vector of stacked columns of matrix A

A� B Kronecker product of matrices A and B

S� V direct sum subspaces S and V

S? orthogonal complement of subspace S

C�
0 set of complex numbers with non-positive real part

Cþ
0 set of complex numbers with non-negative real part

Cn set of complex vectors with n entries

Cn�m set of n� m matrices with complex entries



C1 set of continuous differentiable functions

CD set of continuous functions satisfying some differentiability properties

(definition 3.4)

�i set of control functions of player i

�aff set of affine functions of the state variable

F set of all stabilizing feedback matrices

L2 set of all measurable Lebesgue square integrable functions on ½0;1Þ
L2;loc set of all measurable functions that are square integrable over all

finite intervals ½0; T �
Minv set of M-invariant subspaces

N set of natural numbers

Ppos set of n-dimensional M-invariant graph subspaces

Q set of rational numbers

R set of real numbers

Rn set of vectors with n real entries

Rn�m set of n� m matrices with real entries

�N
d set of bargaining problems (see Chapter 6)

U set of control functions for which the differential equation has a solution

in the extended sense

Ure fu 2 UjJðuÞ exists as a finite number and limt!1 xðtÞ exists g
Us set of locally square integrable control functions yielding a stable

closed-loop system

Miscellaneous

ARE algebraic Riccati equation

�ij Kronecker �, �ij ¼ 1 if i ¼ j, �ij ¼ 0 otherwise

�f ðx0; hÞ Fréchet/Gateaux differential of f at x0 with increment h

@f Fréchet derivative of f

@if ith Fréchet partial derivative of f

EðS; dÞ egalitarian bargaining solution

inf infimum

IðS; dÞ ideal point

KðS; dÞ Kalai–Smorodinsky bargaining solution

lim limit

NðS; dÞ Nash bargaining solution

0ðhÞ higher-order terms in h

�n
i¼1pi product of the n pi variables

RDE Riccati differential equation

sup supremum

jzj modulus,
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p
, of complex number z ¼ xþ iy

Re(z) real part, x, of complex number z ¼ xþ iy

x � y vector inequality xi > yi; i ¼ 1; . . . ;N

xii NOTATION AND SYMBOLS



1

Introduction

1.1 Historical perspective

Dynamic game theory brings together four features that are key to many situations in

economics, ecology and elsewhere: optimizing behavior, the presence of multiple agents/

players, enduring consequences of decisions and robustness with respect to variability in

the environment.

To deal with problems which have these four features the dynamic game theory

methodology splits the modeling of the problem into three parts. One part is the modeling

of the environment in which the agents act. To obtain a mathematical model of the agents’

environment a set of differential or difference equations is usually specified. These

equations are assumed to capture the main dynamical features of the environment. A

characteristic property of this specification is that these dynamic equations mostly contain

a set of so-called ‘input’ functions. These input functions model the effect of the actions

taken by the agents on the environment during the course of the game. In particular, by

viewing ‘nature’ as a separate player in the game who can choose an input function that

works against the other player(s), one can model worst-case scenarios and, consequently,

analyze the robustness of the ‘undisturbed’ game solution.

A second part is the modeling of the agents’ objectives. Usually the agents’ objectives

are formalized as cost/utility functions which have to be minimized. Since this

minimization has to be performed subject to the specified dynamic model of the

environment, techniques developed in optimal control theory play an important role in

solving dynamic games. In fact, from a historical perspective, the theory of dynamic

games arose from the merging of static game theory and optimal control theory. However,

this merging cannot be done without further reflection. This is exactly what the third

modeling part is about. To understand this point it is good to summarize the rudiments of

static games.

Most research in the field of static game theory has been – and is being – concentrated

on the normal form of a game. In this form all possible sequences of decisions of each

player are set out against each other. So, for example, for a two-player game this results in

a matrix structure. Characteristic for such a game is that it takes place in one moment of

LQ Dynamic Optimization and Differential Games J. Engwerda
# 2005 John Wiley & Sons, Ltd



time: all players make their choice once and simultaneously and, dependent on the

choices made, each player receives his payoff. In such a formulation important issues like

the order of play in the decision process, information available to the players at the time

of their decisions, and the evolution of the game are suppressed, and this is the reason this

branch of game theory is usually classified as ‘static’. In case the agents act in a dynamic

environment these issues are, however, crucial and need to be properly specified before

one can infer what the outcome of the game will be. This specification is the third

modeling part that characterizes the dynamic game theory methodology.

In this book we study a special class of dynamic games. We study games where the

environment can be modeled by a set of linear differential equations and the objectives

can be modeled as functions containing just affine quadratic terms. Concerning the

information structure of the game we will basically describe two cases: the ‘open-loop’

and the ‘linear feedback’ case. A proper introduction of these notions is postponed until

the relevant chapters later on.

The popularity of these so-called linear quadratic differential games is caused on the

one hand by practical considerations. To some extent these kinds of differential games are

analytically and numerically solvable. If one leaves this track, one easily gets involved in

the problem of solving sets of nonlinear partial differential equations, and not many of

these equations can be solved analytically. Even worse, when the number of state

variables is more than two in these equations, a numerical solution is in general hard to

obtain. On the other hand this linear quadratic problem setting naturally appears if the

agents’ objective is to minimize the effect of a small perturbation of their nonlinear

optimally controlled environment. By solving a linear quadratic control problem, and

using the optimal actions implied by this problem, players can avoid most of the

additional cost incurred by this perturbation (section 5.1).

So, linear quadratic differential games are a subclass of dynamic games. As already

indicated above, optimal control techniques play an important role in solving dynamic

games and, in fact, optimal control theory is one of the roots of dynamic game theory. For

these reasons the first part of this book (Chapters 2–5) gives, broadly speaking, an

introduction to the basics of the theory of dynamic optimization. To appreciate this theory

we next provide a short historical overview of its development.

To outline the field, optimal control theory is defined as the subject of obtaining

optimal (i.e. minimizing or maximizing) solutions and developing numerical algorithms

for one-person single-objective dynamic decision problems.

Probably the first recorded feedback control application is the water clock invented by

the Greek Ktesibios around 300 BC in Alexandria, Egypt. This was definitely a successful

design as similar clocks were still used around 1260 AD in Baghdad. The theory on

optimal control has its roots in the calculus of variations. The Greek Pappus of

Alexandria1 already posed 300 AD the isoperimetric problem, i.e. to find a closed

plane curve of a given length which encloses the largest area, and concluded that this was

a circle. Remarkably, the most essential contribution towards its rigorous proof was only

given in 1841 by Steiner2. Some noteworthy landmarks in between are the derivation by

1Pappus,�290–�350, born in Alexandria (Egypt), was the last of the great Greek geometers. He
is sometimes called the founding father of projective geometry.

2Steiner, 1796–1863, was a Swiss mathematician who first went to school at the age of 18. He
made very significant contributions to projective geometry.
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Fermat3 around 1655 of the sine law of refraction (as proposed by Snell4) using the

principle that light always follows the shortest possible path; the publication of Newton’s

Principia5 in 1687 in which he analyses the motion of bodies in resisting and non-

resisting media under the action of centripetal forces; and the formulation and solution in

1696 of the ‘Brachistochrone’ problem by Johann Bernoulli6, i.e. to find the curve along

which a particle uses the minimal time to slide between two points A and B, if the particle

is influenced by gravitational forces only – this curve turns out to be a cycloid. The name

calculus of variation was introduced by Euler7 in 1766 and both he (in 1744) and

Lagrange8 (1759, 1762 and 1766) contributed substantially to the development of this

theory. Both their names are attached to the famous Euler–Lagrange differential equation

that an optimal function and its derivative have to satisfy in order to solve a dynamic

optimization problem. This theory was further developed in the nineteenth century by

Hamilton9 in his papers on general methods in dynamics (1834,1835), and in the lectures

by Weierstrass10 at the University of Berlin during 1860–1890 and Jacobi11 who carried

out important research in partial differential equations and used this theory to analyze

equations describing the motion of dynamical systems. Probably the first mathematical

model to describe plant behavior for control purposes is due to Maxwell12, who in 1868

used differential equations to explain instability problems encountered with James Watt’s

flyball governor (later on used to regulate the speed of steam-engine vehicles). ‘Fore-

runners’ of modern optimal control theory, associated with the maximum principle, are

Valentine (1937), McShane13 (1939), Ambartsumian (1943) and Hesteness (1949) (the

expanded version of this work was later published in 1966). Particularly in the 1930s and

3Fermat, 1601–1665, was a French lawyer who is famous for his mathematical contributions to
the algebraic approach to geometry and number theory.

4Snell, 1580–1626, was a Dutch mathematician/lawyer who made significant contributions to
geodesy and geometric optics.

5Newton, 1643–1727, born in England, was famous for the contributions he made in the first half
of his career to mathematics, optics, physics and astronomy. The second half of his life he spent as a
government official in London.

6Johann Bernoulli, 1667–1748, was a Swiss mathematician who made significant contributions
to analysis.

7Euler, 1707–1783, a Swiss mathematician/physician was one of the most prolific writers on
mathematics of all time. He made decisive and formalistic contributions to geometry, calculus,
number theory and analytical mechanics.

8Lagrange, 1736–1813, was a Sardinian mathematician who made substantial contributions in
various areas of physics, the foundation of calculus, dynamics, probability and number theory.

9Hamilton, 1805–1865, an Irish mathematician/physician, introduced the characteristic function
and used this to study dynamics. Moreover, he introduced and studied the algebra of quaternions
that play an important role in mathematical physics.

10Weierstrass, 1815–1897, was a German mathematician. The standards of rigour Weierstrass set
in his courses strongly affected the mathematical world and for that reason he is sometimes called
the father of modern analysis.

11Jacobi, 1804–1851, was a German mathematician, who was prepared (but not allowed) to enter
university when he was 12. He was a very prolific writer in many fields of mathematics. His
contributions to the theory of partial differential equations and determinants are well-known.

12Maxwell, 1831–1879, a Scottish mathematician/physicist, published his first paper when he
was only 14. His most well-known contributions are about electricity and magnetism and his kinetic
theory of gases.

13McShane, 1904–1989, was an American mathematician, well-known for his work in the
calculus of variations, ballistics, integration theory and stochastic differential equations.
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1940s frequency domain methods and Laplace transformation techniques were used to

study control problems. At the beginning of the second half of the twentieth century

further theoretical impetus was provided on the one hand by the Russian Pontrjagin14,

around 1956, with the development of the so-called maximum principle. This culminated

in the publication of his book (1961). On the other hand, around 1950, the Americans

Bellman and Isaacs started the development of the dynamic programming principle15

which led to the publication of the books by Bellman (1956) and Bellman and Dreyfus

(1962).

Furthermore, it was recognized in the late 1950s that a state space approach could be a

powerful tool for the solution of, in particular, linear feedback control problems. The

main characteristics of this approach are the modeling of systems using a state space

description, optimization in terms of quadratic performance criteria, and incorporation of

Kalman–Bucy optimal state reconstruction theory. The significant advantage of this

approach is its applicability to control problems involving multi-input multi-output

systems and time-varying situations (for example Kwakernaak and Sivan, 1972). A

historical overview on early control theory can be found in Neustadt (1976).

Progress in stochastic, robust and adaptive control methods from the 1960s onwards,

together with the development of computer technology, have made it possible to control

much more accurately dynamical systems which are significantly more complex. In

Bushnell (1996), one can find a number of papers, including many references, concerning

the more recent history of control theory.

For more or less the same reasons we covered the historical background of optimal

control theory we next trace back some highlights of game theory, ending the overview

more or less at the time the theory of dynamic games emerged. This avoids the challenge

of providing an overview of its most important recent theoretical developments.

The first static cooperative game problem reported seems to date back to 0–500 AD. In

the Babylonian Talmud, which serves as the basis of Jewish religious, criminal and civil

law, the so-called marriage contract problem is discussed. In this problem it is specified

that when a man who has three wives dies, wives receive 100, 200 and 300, respectively.

However, it also states that if the estate is only worth 100 all three receive the same

amount, if it is worth 200 they receive 50, 75 and 75, respectively, and if it is worth 300

they receive a proportional amount, i.e. 50, 100 and 150, respectively. This problem

puzzled Talmudic scholars for two millennia. It was only recognized in 1985 that the

solution presented by the Talmud can be interpreted using the theory of co-operative

games. Some landmarks in this theory are a book on probability theory written by

14Pontrjagin, 1908–1988, a Russian mathematician who due to an accident was left blind at 14.
His mother devoted herself to help him succeed to become a mathematician. She worked for years
in fact as his private secretary, reading scientific works aloud to him, writing in the formulae in his
manuscripts, correcting his work, though she had no mathematical training and had to learn to read
foreign languages. He made important contributions to topology, algebra and, later on, control
theory.

15Both scientists worked in the late 1940s and early 1950s at the Research and New
Development (RAND) Corporation in Santa Monica, California, USA. During presentations and
discussions at various seminars held at RAND at that time the dynamic programming principle
probably arose as a principle to solve dynamic optimization problems. From the discussions later on
(Breitner, 2002) it never became clear whether just one or both scientists should be considered as
the founding father(s) of this principle.
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Montmort16 in 1708 in which he deals in a systematic way with games of chance. In 1713

Waldegrave, inspired by a card game, provided the first known minimax mixed strategy

solution to a two-person game. Cournot17 (1838) discusses for the first time the question

of what equilibrium price might result in the case of two producers who sell an identical

product (duopoly). He utilizes a solution concept that is a restricted version of the non-

cooperative Nash equilibrium. The theory of cooperation between economic agents takes

its origin from economic analysis. Probably Edgeworth18 and Pareto19 provided the first

definitions of a cooperative outcome. Edgeworth (1881) proposed the contract curve as a

solution to the problem of determining the outcome of trading between individuals,

whereas Pareto (1896) introduced the notion of efficient allocation. Both used the

formalism of ordinal utility theory. Zermelo20 (1913) presented the first theorem of

game theory which asserts that chess is a strictly determined game, i.e. assuming that only

an a priori fixed number of moves is allowed, either (i) white has a strategy which always

wins; or (ii) white has a strategy which always at least draws, but no strategy as in (i); or

(iii) black has a strategy which always wins. Fortunately, no one knows which of the

above is actually the case. There are games where the assumption that each player may

choose from only a finite number of actions seems to be inappropriate. Consider, for

example, the ‘princess and the monster’ game (see Foreman (1977) and Başar and Olsder

(1999)). In this game, which is played in a completely dark room, there is a monster who

wants to catch a princess. The moment both bump into each other the game terminates.

The monster likes to catch the princess as soon as possible, whereas the princess likes

to avoid the monster as long as possible. In this game the optimal strategies cannot be

deterministic. For, if the monster were to have a deterministic optimal strategy, then

the princess would be able to calculate this strategy. This would enable her to determine

the monster’s path and thereby to choose for herself a strategy such that she avoids the

monster forever. Therefore, an optimal strategy for the monster (if it exists) should have

random actions, so that his strategy cannot be predicted by the princess. Such a strategy is

called mixed. Borel21 published from 1921–1927 five notes in which he gave the first

modern formulation of a mixed strategy along with finding the minimax22 solution for

16Montmort, 1678–1719, was a French mathematician.
17Cournot, 1801–1877, a French mathematician was the pioneer of mathematical economics.
18Edgeworth, 1845-1926, an Irish economist/mathematician was well-known for his work on

utility theory and statistics.
19Pareto, 1848–1923, was an Italian economist/sociologist who studied classics and engineering

in Turin. After his studies in 1870 he worked for a couple of years in industry. From 1889 onwards
he began writing numerous polemical articles against the Italian government and started giving
public lectures. In 1893 he succeeded Walras at the University of Lausanne (Switzerland). Famous
are his Manual of Political Economy (1906), introducing modern microeconomics, and his Trattato
di Sociologia Generale (1916), explaining how human action can neatly be reduced to residue (non-
logical sentiments) and derivation (afterwards justifications).

20Zermelo, 1871–1953, was a German mathematician/physician famous for his work on
axiomatic set theory.

21Borel, 1871–1956, was a French mathematician/politician famous for his work on measure
theory. In the second half of his life he embarked on a political career and became Minister of the
Navy.

22The idea of a minimax solution is that a player wants to choose that action which minimizes
the maximum risk that can occur due to the actions of his opponent(s).
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two-person games with three or five possible strategies. Von Neumann23 (1928)

considered two-person zero-sum games. These are games where the revenues of one

player are costs for the other player. He proved that every two-person zero-sum game

with finitely many pure strategies for each player is determined and introduces the

extensive form of a game. The extensive form of a game basically involves a tree

structure with several nodes and branches, providing an explicit description of the order

of play and the information available to each player at the time of his decision. The game

evolves from the top of the tree to the tip of one of its branches. The case that players

decide to cooperate in order to maximize their profits was considered by Zeuthen24

(1930). If players agree to cooperate in order to maximize their profits the question arises

as to what extent efforts will be used to maximize the individual profit of each single

player. This is called the bargaining problem. Zeuthen (1930) proposes a solution to the

bargaining problem which Harsanyi25 (1956) showed is equivalent to Nash’s bargaining

solution. A distinction between the order of play was introduced by von Stackelberg26

(1934) within the context of economic competition. He distinguished between the first

mover, called the leader, and the second mover, called the follower. The idea is that the

follower can observe the move of the leader and subsequently act. The seminal work of

Von Neumann and Morgenstern27 (1944) presents the two-person zero-sum theory; the

notion of a cooperative game with transferable utility, its coalitional form and stable sets;

and axiomatic utility theory. In their book they argue that economics problems may be

analyzed as games. Once all irrelevant details are stripped away from an economics

problem, one is left with an abstract decision problem – a game. The book led to an era of

intensive game theory research. The next cornerstone in static game theory was set by

Nash from 1950–1953 in four papers. He proved the existence of a strategic equilibrium

for non-cooperative games – the Nash equilibrium – and proposed the ‘Nash program’, in

which he suggested approaching the study of cooperative games via their reduction to

non-cooperative form (1950a,1951). A Nash equilibrium was defined as a strategy

combination – consisting of one stategy for each player – with the property that no

player can gain (in terms of utility) by unilaterally deviating from it. Hence this

equilibrium solution is self-enforcing. That is, it is an optimal solution for each player

as long as his opponent players stick to their recommendations. Unfortunately, it turns out

that a game may have more than one such Nash equilibrium. Since not all equilibria are in

general equally attractive, refinement criteria for selecting among multiple equilibria

were proposed later on (for example van Damme, 1991). Another, still relevant, issue

associated with this non-uniqueness is how one can determine numerically all refined

Nash equilibria (for example Peeters, 2002). In his two papers on bargaining theory

(Nash, 1950b,1953), Nash founded axiomatic bargaining theory, proved the existence of

the Nash bargaining solution and provided the first execution of the Nash program. In

23Von Neumann, 1903–1957, was a Hungarian mathematician who was a pioneer in various
fields including quantum mechanics, algebra, applied mathematics and computer science.

24Zeuthen, 1888–1959, was a Danish economist known for his work on general equilibrium
theory, bargaining and monopolistic competition.

25Harsanyi, 1920–2000, was a Hungarian pharmacist/philosopher/economist well-known for his
contributions to game theory.

26Von Stackelberg, 1905–1946, was a German economist.
27Morgenstern, 1902–1976, was an Austrian economist.
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axiomatic bargaining theory one tries to identify rules that yield a fair sharing of the

benefits of cooperation (see also Chapter 6). From this time onwards the theoretical

developments in game theory rapidly increased. By consulting the latest textbooks in this

field (for example Tijs (1981) or Fudenberg and Tirole (1991)) or the website of Walker,

(2001) one can get an impression of these developments.

Probably as a spin-off of all these new ideas in control and game theory in the late

1940s and early 1950s the first dynamic game models came to light. The initial drive

towards the development of this theory was provided by Isaacs during his stay at the

RAND Corporation from 1948–1955. He wrote the first paper on games of pursuit

(Isaacs, 1951). In this paper the main ideas for the solution of two-player, zero-sum

dynamic games of the pursuit–evasion type are already present. He furthered these ideas

(1954–1955) and laid a basis for the theory of dynamic games within the framework of

two-person zero-sum games. This theory was first discussed by Berkovitz (1961). The

first contribution on nonzero-sum games seems to date back to Case (1967). A nice

historic overview on the early years of differential games and Isaacs’ contributions to this

field can be found in Breitner (2002).

The first official papers on dynamic games were published in a special issue of the

Annals of Mathematics Studies edited by Dresher, Tucker and Wolfe (1957). In a special

section of this volume entitled ‘Games with a continuum of moves’ Berkovitz, Fleming

and Scarf published their papers (Berkovitz and Fleming, 1957; Fleming, 1957; Scarf, 1957).

On the Russian side early official contributions on dynamic games have been published

by Kelendzeridze (1961), Petrosjan (1965), Pontrjagin (1961) and Zelikin and Tynyanskij

(1965). The books written by Isaacs (1965) and Blaquiere, Gerard and Leitmann (1969)

document the theoretical developments of dynamic game theory during its first two

decades. The historical development of the theory since the late 1960s is documented by

the works of, for example, Friedman (1971), Leitmann (1974), Krasovskii and Subbotin

(1988), Mehlmann (1988), Başar and Olsder (1999) and Haurie (2001). Particularly in

Başar and Olsder (1999) one can find at the end of each chapter a section where relevant

historical remarks are included concerning the subjects discussed in that chapter.

Current applications of differential games range from economics, financial engineer-

ing, ecology and marketing to the military. The work of Dockner et al. (2000) provides an

excellent comprehensive, self-contained survey of the theory and applications of

differential games in economics and management science. The proceedings and the

associated Annals of the International Symposia on Dynamic Games and Applications

held every other year (for example Petrosjan and Zenkevich, 2002) document the

development of both theory and applications over the last 20 years.

We conclude this section by presenting a historical outline of the development of the

theory on non-cooperative linear quadratic differential games. As already indicated the

linear quadratic differential games constitute a subclass of differential games. Starr and

Ho might be called the founding fathers of this theory. Ho, Bryson and Baron (1965)

analyzed the particular class of pursuit–evasion games, and the results were later put into

a rigorous framework by Schmitendorf (1970). With their paper, Starr and Ho (1969)

generalized the zero-sum theory developed by Isaacs. Using the Hamilton–Jacobi theory

they provided a sufficient condition for existence of a linear feedback Nash equilibrium

for a finite-planning horizon.

Lukes (1971) showed that, if the planning horizon in the game is chosen to be

sufficiently small, the game always has – for every initial state of the system a unique
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linear feedback Nash equilibrium. Moreover, this equilibrium can be computed by

solving a set of so-called feedback Nash Riccati differential equations. Papavassilopoulos

and Cruz (1979) show that if the set of strategy spaces is restricted to analytic functions of

the current state and time, then the Nash equilibrium is unique, if it exists. Bernhard

(1979) considers the zero-sum game with the additional restriction that the final state

should lie in some prespecified linear subspace. Mageirou (1976) considered the infinite-

horizon zero-sum game. An important point demonstrated by this paper and made more

explicit by Jacobson (1977) is that the strategy spaces should be clearly defined before

one can derive equilibria. Papavassilopoulos, Medanić and Cruz (1979) discussed

parametric conditions under which the coupled set of algebraic feedback Nash Riccati

equations has a solution. If these conditions are met the infinite-horizon game has at least

one feedback Nash equilibrium. Papavassilopoulos and Olsder (1984) demonstrate that an

infinite-horizon game may have either none, a unique or multiple feedback Nash

equilibria even though every finite-horizon version of it has a unique feedback Nash

equilibrium. In particular they present a sufficient condition under which the set of

feedback Nash Riccati differential equations has a solution. This last result was general-

ized by Freiling, Jank and Abou-Kandil (1996). Weeren, Schumacher and Engwerda

(1999) give an asymptotic analysis of the regular finite-planning two-player scalar game.

They show that this game always has a unique equilibrium but that the convergence of the

equilibrium actions depends on the scrap value. Three different convergence schemes

may occur and the equilibrium actions always converge in this regular case to a solution

of the infinite-horizon game. The number of equilibria for the scalar N-player infinite-

horizon game was studied in Engwerda (2000b). For the two-player case parameter

conditions under which this game has a unique equilibrium were derived in Lockwood

(1996) and Engwerda (2000a).

The problem of calculating the solutions of the feedback Riccati differential equations

is adressed in Cruz and Chen (1971) and Ozgüner and Perkins (1977). Iterative algorithms

to calculate a stabilizing solution of the algebraic feedback Nash equations were deve-

loped by Krikelis and Rekasius (1971), Tabak (1975), Mageirou (1977) and Li and Gajic

(1994). A disadvantage of these algorithms is that they depend on finding good initial

conditions and provide just one solution (if they converge) of the equations. In Engwerda

(2003) an algorithm based on determining the eigenstructure of a certain matrix was

presented to calculate the whole set of stabilizing solutions in case the system is scalar.

Under the assumption that the planning horizon is not too long, Friedman (1971)

showed that the game will have a unique open-loop Nash equilibrium (see also Starr

(1969)). For an arbitrary finite-planning horizon length Lukes and Russel (1971)

presented a sufficient condition for the existence and uniqueness of open-loop equilibria

in terms of the invertibility of a Hilbert space operator. Eisele (1982) used this latter

approach to show that if this operator is not invertible the game either has no open-loop

equilibrium solution or an infinite number of solutions, this depending on the initial state

of the system. Feucht (1994) reconsidered the open-loop problem for a general indefinite

cost function and studied in particular its relationship with the associated set of open-loop

Riccati differential equations.

Analytic solutions of these Riccati differential equations have been studied in Simaan

and Cruz (1973), Abou-Kandil and Bertrand (1986), Jódar and Abou-Kandil (1988,1989),

Jódar (1990), Jódar and Navarro (1991a,b), Jódar, Navarro and Abou-Kandil (1991), and

Abou-Kandil, Freiling and Jank (1993). These results were generalized by Feucht (1994).
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The basic observation made in these references is that this set of differential equations

constitute an ordinary (non-symmetric, high-order) Riccati differential equation and its

solution (Reid, 1972) can thus be analyzed as the solution of a set of linear differential

equations (see also Abou-Kandil et al., 2003). If some additional parametric assumptions

are made the set of coupled equations reduces to one single (non-symmetric, low-order)

Riccati differential equation. An approximate solution is derived in Simaan and Cruz

(1973) and Jódar and Abou-Kandil (1988). Scalzo (1974) showed that if the controls are

constrained to take values in compact convex subsets the finite-horizon game always has

an open-loop equilibrium. This is irrespective of the duration of the game. Engwerda and

Weeren (1994) and Engwerda (1998a) studied both the limiting behavior of the finite-

planning horizon solutions as the final time approaches infinity and the infinite-horizon

case using a variational approach. An algorithm to calculate all equilibria for the infinite-

horizon game was provided in Engwerda (1998b). Kremer (2002) used the Hilbert space

approach to analyze the infinite-horizon game and showed in particular that similar

conclusions hold in this case as those obtained by Eisele.

To model uncertainty basically two approaches have been taken in literature (but see

also Bernhard and Bellec (1973) and Broek, Engwerda and Schumacher (2003) for a third

approach). Usually either a stochastic or a worst-case approach is taken. A stochastic

approach, for example, is taken in Kumar and Schuppen (1980), Başar (1981), Bagchi

and Olsder (1981) and Başar and Li (1989). Aworst-case approach (see, for example, the

seminal work by Başar and Bernhard (1995)) is taken, in a cooperative setting, by

Schmitendorf (1988). The non-cooperative open-loop setting is dealt with by Kun (2001)

and the linear feedback setting by Broek, Engwerda and Schumacher (2003).

Applications in economics are reported in various fields. In, for example, in industrial

organization by Fershtman and Kamien (1987), Reynolds (1987), Tsutsui and Mino

(1990), Chintagunta (1993), Jørgensen and Zaccour (1999, 2003); in exhaustible and

renewable resources by Hansen, Epple and Roberts (1985), Mäler and de Zeeuw (1998)

and Zeeuw and van der Ploeg (1991); in interaction between monetary and fiscal authorities

by Pindyck (1976), Kydland (1976), Hughes-Hallett (1984), Neese and Pindyck (1984),

Tabellini (1986), Petit (1989), Hughes-Hallett and Petit (1990), van Aarle, Bovenberg and

Raith (1995), Engwerda, van Aarle and Plasmans (1999, 2002) van Aarle et al. (2001) and

van Aarle, Engwerda and Plasmans (2002); in international policy coordination by Miller

and Salmon (1985a,b), Cohen and Michel (1988), Curie, Holtham and Hughes-Hallett

(1989), Miller and Salmon (1990) and Neck and Dockner (1995); and in monetary policy

games by Obstfeld (1991) and Lockwood and Philippopoulos (1994). In this context it

should be mentioned that various discrete-time macroeconomic game models have been

estimated and analyzed in literature (e.g. the SLIM model developed by Douven and

Plasmans (1996) and the Optgame model developed by Neck et al. (2001).

In literature information structures different from the ones that are considered in this

book have also been investigated. For instance Foley and Schmitendorf (1971) and

Schmitendorf (1970) considered the case that one player has open-loop information and

the other player uses a linear-feedback strategy. Furthermore Başar (1975,1977 or, for its

discrete-time counterpart, 1974) showed that finite-planning horizon linear quadratic

differential games also permit multiple nonlinear Nash equilibria if at least one of the

players has access to the current and initial state of the system (the dynamic information

case). Finally, we should point out the relationship between the optimal control of

stochastic linear systems with an exponential performance criterion and zero-sum
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differential games, which enables a stochastic interpretation of worst-case design of

linear systems (Jacobson (1973) and Broek, Engwerda and Schumacher (2003a) or

Klompstra (2000) in a discrete-time framework).

1.2 How to use this book

This book is a self-contained introduction to linear quadratic differential games. The book

is introductory, but not elementary. It requires some basic knowledge of mathematical

analysis, linear algebra and ordinary differential equations. The last chapter also assumes

some elementary knowledge of probability theory. The topics covered in the various

chapters can be followed up to a large extent in related literature. In particular the sections

entitled ‘Notes and references’ which end each chapter can be regarded as pointers to the

sources consulted and related items that are not mentioned in this book.

This book is intended to be used either as a textbook by students in the final year of

their studies or as a reference work. The material is written in such a way that most of the

material can be read without consulting the mathematical details. Lengthy proofs are

provided, in most cases, in the appendix to each chapter. Broadly speaking, the book

consists of two parts: the first part (Chapters 2–5) is about dynamic optimization with, as

a special case, the linear quadratic control problem. The second part (Chapters 6–9) is

about linear quadratic differential games. So, this book could be used to teach a first

semester introductory course on dynamic optimization and a second semester course on

linear quadratic differential games. Throughout this book the theory is illustrated by

examples which are often taken from the field of economics. These examples should help

the reader to understand the presented theory.

1.3 Outline of this book

A summary of each chapter is given below. Note that some of the statements in this

section are not precise. They hold under certain assumptions which are not explicitly

stated. Readers should consult the corresponding chapters for the exact results and

conditions.

Chapter 2 reviews some basic linear algebra which in some instances goes beyond the

introductory level. To fully understand the different dynamics of systems that can occur

over time, it is convenient to cover the arithmetic of complex numbers. For that reason we

introduce this arithmetic in a seperate section. This analysis is used to introduce complex

eigenvalues of a real square n� n matrix A. We show that each eigenvector has a

generalized eigenspace. By choosing a basis for each of these generalized eigenspaces in

an appropriate way we then obtain a basis for Rn. With respect to this basis matrix A has

the Jordan canonical structure. Since this Jordan canonical form has a diagonal structure

it is a convenient way of analyzing the dynamics of a linear system (Chapter 3). Algebraic

Riccati equations play a crucial role in this book. Therefore, we introduce and discuss a

number of their elementary properties in the second part of Chapter 2. In this chapter we

focus on the Riccati equation that is associated with the one-player linear quadratic

control problem. We show that the solutions of this Riccati equation can be obtained by
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determining the eigenstructure of this equation with the associated so-called Hamiltonian

matrix. The so-called stabilizing solutions of Riccati equations play a crucial role later on.

We show that the Riccati equation considered in Chapter 2 always has at most one

stabilizing solution. Furthermore, we show that ‘under some conditions’ the Riccati

equation has a stabilizing solution if and only if the associated Hamiltonian matrix has no

eigenvalues on the imaginary axis.

Chapter 3 reviews some elementary theory on dynamical systems. The dynamics of

systems over time are described in this book by sets of differential equations. Therefore

the first question which should be answered is whether such equations always have a

unique solution. In its full generality the answer to this question is negative. Therefore we

review in Chapter 3 some elementary theory that provides us with sufficient conditions to

conclude that a set of differential equations has a unique solution. To that end we first

consider systems generated by a set of linear differential equations. Using the Jordan

canonical form we show that such systems always have a unique solution.

For systems described by a set of nonlinear differential equations we recall some

fundamental existence results from literature. A disadvantage of these theorems is that

they are often useless if one is considering the existence of solutions for a dynamical

system that is subject to control. This is because in most applications one would like to

allow the control function to be a discontinuous function of time – a case which does not

fit into the previous framework. For that reason the notion of a solution to a set of

differential equations is extended. It turns out that this new definition of a solution is

sufficient to study optimal control problems with discontinuous control functions.

Stability of dynamical systems plays an important role in convergence analyses of

equilibrium strategies. For that reason we give in sections 3.3 and 3.4 an outline of how

the behavior of, in particular planar, dynamical systems can be analyzed. Section 3.5

reviews some system theoretical concepts: controllability, stabilizability, observability

and detectability. In section 3.6 we specify the standard linear quadratic framework that is

used throughout this book. We show how a number of problems can be reformulated into

this framework. Finally, we present in the last section of this chapter a number of

examples of linear quadratic differential games which should help to motivate the student

to study this book.

Chapter 4 deals with the subject of how to solve optimal control problems. The first

section deals with the optimization of functions. The rest of the sections deal with

dynamic optimization problems. As an introduction we derive the Euler–Lagrange

conditions. Then, we prove Pontrjagin’s maximum principle. Since the maximum

principle only provides a set of necessary conditions which must be satisfied by the

optimal solution, we also present some sufficient conditions under which one can

conclude that a solution that satisfies the maximum principle conditions is indeed

optimal.

Next, we prove the basic theorem of dynamic programming which gives us the optimal

control of the problem, provided some conditions are met. It is shown how the maximum

principle and dynamic programming are related.

Chapter 5 studies the regular linear quadratic control problem. The problem is called

regular because we assume that every control effort is disliked by the control designer.

We consider the indefinite problem setting, i.e. in our problem setting we do not make

assumptions about preferences of the control designer with respect to the sign of

deviations from the state variable from zero. The problem formulation allows for both
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a control designer who likes some state variables becoming as large as possible and for a

control designer who is keen on keeping them as small as possible. For both a finite- and

infinite-planning horizon we derive necessary and sufficient conditions for the existence

of a solution for this control problem. For the infinite-planning horizon setting this is done

with the additional assumption that the closed-loop system must be stabilized by the

chosen control. These existence conditions are phrased in terms of solvability conditions

on Riccati equations. Moreover, conditions are provided under which the finite-planning

horizon solution converges. We show that, generically, this solution will converge to the

solution of the infinite-planning horizon problem.

Chapter 6 is the first chapter on differential games. It considers the case that players

cooperate to achieve their goals in which case, in general, a curve of solutions results.

Each of the solutions on this curve (the Pareto frontier) has the property that it cannot be

improved by all the players simultaneously. We show for our linear quadratic setting how

solutions of this Pareto frontier can be determined. Moreover, we show how the whole

Pareto frontier can be calculated if all the individual players want to avoid the state

variables deviating from zero. This can be done by solving a parameterized linear

quadratic control problem.

Given this cooperative mode of play from the players the question arises as to how they

will coordinate their actions or, to put it another way, which solution on the Pareto

frontier will result. In section 6.2 we present a number of outcomes that may result.

Different outcomes are obtained as a consequence of the fact that the sought solution

satisfies different desired properties. For some of these outcomes we indicate how they

can be calculated numerically.

Chapter 7 considers the case that the players do not cooperate to realize their goals.

Furthermore, the basic assumption in this section is that the players have to formulate

their actions as soon as the system starts to evolve and these actions cannot be changed

once the system is running. Under these assumptions we look for control actions (Nash

equilibrium actions) that are such that no player can improve his position by a unilateral

deviation from such a set of actions. Given this problem setting we derive in section 7.2,

for a finite-planning horizon, a both necessary and sufficient condition under which, for

every initial state, there exists a Nash equilibrium. It turns out that if an equilibrium

exists, it is unique. Moreover we show that during some time interval a Nash equilibrium

exists if and only if some Riccati differential equation has a solution. A numerical

algorithm is provided to calculate the unique Nash equilibrium actions.

For the infinite-planning horizon case things are more involved. In this case, if an

equilibrium exists at all, it will in general not be unique. That is, in most cases there will

exist an infinite number of Nash equilibrium actions. We show that if the equilibrium

actions should permit a feedback synthesis, then the game has an equilibrium if and only

if a set of coupled algebraic Riccati equations has a stabilizing solution; but, also in this

case, there may exist an infinite number of equilibrium actions. A numerical algorithm is

provided to calculate these equilibrium actions. A necessary and sufficient condition is

given under which the game has a unique equilibrium. This equilibrium always permits a

feedback synthesis.

Finally, we show that generically the finite-planning horizon equilibrium actions

converge. If convergence takes place they usually converge to the actions implied by

the infinite-planning horizon solution which stabilizes the system most. The chapter

concludes with elaborating the scalar case and providing some examples from economics.
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Chapter 8 also considers the non-cooperative mode of play. However, the basic

assumption in this section is that the players know the exact state of the system at

every point in time and, furthermore, they use linear functions of this state as a means of

control to realize their goals. For a finite-planning horizon we show that this game has for

every initial state a linear feedback Nash equilibrium if and only if a set of coupled

Riccati differential equations has a symmetric set of solutions. Moreover, this equilibrium

is unique and the equilibrium actions are a linear function of these Riccati solutions.

For the infinite-planning horizon case things are even more involved. In this case

the game has for every initial state a Nash equilibrium if and only if a set of coupled

algebraic Riccati equations has a set of symmetric solutions which, if they are

simultaneously used to control the system, stabilize it. We elaborate the scalar case

and show, in particular, that the number of equilibria may range from zero to 2N � 1. A

computational algorithm is provided to calculate all Nash equilibrium actions. For the

non-scalar case it is shown that there are games which have an infinite number of

equilibrium actions.

Finally we show that in the two-player scalar game, if deviations of the state variable

from zero are penalized, the solution of the finite-planning horizon game converges if the

planning horizon converges. This solution always converges to a solution of the infinite-

planning horizon game. However, different from the open-loop case, the converged

solution now depends crucially on the scrap values used by both players.

Chapter 9 is the last chapter on non-cooperative games. It considers what effect

uncertainty has on the equilibrium actions assuming that players are aware of the fact that

they have to control a system characterized by dynamic quasi-equilibrium. That is, up to

now we assumed that optimization takes place with no regard to possible deviations. It

can safely be assumed, however, that agents follow a different strategy in reality. If an

accurate model can be formed for all of the system, it will in general be complicated and

difficult to handle. Moreover, it may be unwise to optimize on the basis of a model which

is too detailed, in view of possible changes in dynamics that may take place in the course

of time and that may be hard to predict. It makes more sense for agents to work on the

basis of a relatively simple model and to look for strategies that are robust with respect to

deviations between the model and reality.

We consider two approaches to model such situations. One is based on a stochastic

approach. The other is based on the introduction of a malevolent deterministic dis-

turbance input and the specification of how each player will cope with his aversion

against this input.

We show that the equilibrium actions from Chapter 8 are also equilibrium actions for

the stochastic counterparts of the games we study in this chapter. For the deterministic

approach we see a more diverse pattern of consequences. Equilibrium actions may cease

to exist for the adapted game, whereas opposite results are possible too. That is, a game

which at first did not have an equilibrium may now have one or more equilibria. Sufficient

existence conditions for such, so-called soft-constrained, Nash equilibria are provided.

These conditions are formulated in terms of whether certain Riccati (in)equalities have an

appropriate solution. For the scalar case, again, an algorithm is provided to calculate all

soft-constrained Nash equilibria.

Finally, we show that the deterministic approach also facilitates the so-called linear

exponential gaussian stochastic interpretation. That is, by considering a stochastic

framework with gaussian white noise and players considering some exponential cost
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function, the same equilibrium actions result. This result facilitates a stochastic inter-

pretation of worst-case design and vice versa.

1.4 Notes and references

For the historical survey in this chapter we extensively used the MacTutor History of

Mathematics Archive from the University of St. Andrews in Scotland (2003) and the

outline of the history of game theory by Walker (2001). Furthermore, the paper by

Breitner (2002) was used for a reconstruction of the early days of dynamic game theory.
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2

Linear algebra

This chapter reviews some basic linear algebra including material which in some

instances goes beyond the introductory level. A more detailed treatment of the basics

of linear algebra can for example, be found in Lay (2003), whereas Lancaster and

Tismenetsky (1985) provide excellent work for those who are interested in more details at

an advanced level. We will outline the most important basic concepts in linear algebra

together with some theorems we need later on for the development of the theory. A

detailed treatment of these subjects and the proofs of most of these theorems is omitted,

since they can be found in almost any textbook that provides an introduction to linear

algebra. The second part of this chapter deals with some subjects which are, usually, not

dealt with in an introduction to linear algebra. This part provides more proofs because

either they cannot easily be found in the standard linear algebra textbooks or they give an

insight into the understanding of problems which will be encountered later on in this

book.

2.1 Basic concepts in linear algebra

Let R denote the set of real numbers and C the set of complex numbers. For those who

are not familiar with the set of complex numbers, a short introduction to this set is given

in section 2.3. Furthermore, let Rn be the set of vectors with n entries, where each entry is

an element of R. Now let x1; . . . ; xk 2 Rn. Then an element of the form �1x1 þ � � � þ �kxk
with �i 2 R is a linear combination of x1; . . . ; xk. The set of all linear combinations of

x1; x2; . . . ; xk 2 Rn, called the Span of x1; x2; . . . ; xk, constitutes a linear subspace of R
n.

That is, with any two elements in this set the sum and any scalar multiple of an element

also belong to this set. We denote this set by Span fx1; x2; . . . ; xkg.
A set of vectors x1; x2; . . . ; xk 2 Rn are called linearly dependent if there exists

�1; . . . ; �k 2 R, not all zero, such that �1x1 þ � � � þ �kxk ¼ 0; otherwise they are said to

be linearly independent.
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Let S be a subspace of Rn, then a set of vectors fb1; b2 . . . ; bkg is called a basis for S if

this set of vectors are linearly independent and S ¼ Spanfb1; b2; . . . ; bkg.

Example 2.1

Consider the vectors e1 :¼ 1

0

� �
and e2 :¼ 0

1

� �
in R2. Then, both fe1; e2g and

1

2

� �
;

�1

1

� �� �
are a basis for R2. The set fe1; e2g is called the standard basis for

R2. &

So, a basis for a subspace S is not unique. However, all bases for S have the same number

of elements. This number is called the dimension of S and is denoted by dim(S). In the

above example the dimension of R2 is 2.

Next we consider the problem under which conditions are two vectors perpendicular.

First the (Euclidean) length of a vector x is introduced which will be denoted by k x k2.
If x ¼ �1

�2

� �
then, using the theorem of Pythagoras, the length of x is k x k2 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2
1 þ �2

2

p
.

Using induction it is easy to verify that the length of a vector x ¼
�1

..

.

�n

2
64

3
75 2 Rn is

k x k2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2
1 þ � � � þ �2

n

p
. Introducing the superscript T for transposition of a vector, i.e.

xT ¼ ½�1 � � ��n�, we can rewrite this result in shorthand as k x k2 ¼
ffiffiffiffiffiffiffi
xTx

p
. Now, two

vectors x and y are perpendicular if they enclose an angle of 90�. Using Pythagoras

theorem again we conclude that two vectors x and y are perpendicular if and only if the

length of the hypotenuse k x� y k2¼k x k2 þ k y k2. Or, rephrased in our previous

terminology: ðx� yÞTðx� yÞ ¼ xTxþ yTy. Using the elementary vector calculation

rules and the fact that the transpose of a scalar is the same scalar (i.e. xTy ¼ yTx)

straightforward calculation shows that the following theorem holds.

Theorem 2.1

Two vectors x; y 2 Rn are perpendicular if and only if xTy ¼ 0. &

Based on this result we next introduce the concept of orthogonality. A set of vectors

fx1; . . . ; xng are mutually orthogonal if xTi xj ¼ 0 for all i 6¼ j and orthonormal if

xTi xj ¼ �ij. Here �ij is the Kronecker delta function with �ij ¼ 1 for i ¼ j and �ij ¼ 0

for i 6¼ j. More generally, a collection of subspaces S1; . . . ; Sk are mutually orthogonal if

xTy ¼ 0 whenever x 2 Si and y 2 Sj, for i 6¼ j.

The orthogonal complement of a subspace S is defined by

S? :¼ fy 2 RnjyTx ¼ 0 for all x 2 Sg:
A set of vectors fu1; u2; . . . ; ukg is called an orthonormal basis for a subspace S � Rn if

they form a basis of S and are orthonormal. Using the orthogonalization procedure of

Gram–Schmidt it is always possible to extend such a basis to a full orthonormal basis

fu1; u2; . . . ; ung for Rn. This procedure is given in the following theorem.
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Theorem 2.2 (Gram–Schmidt)1

Given a basis fb1; b2; . . . ; bmg for a subspace S of Rn, define

v1 :¼ b1

v2 :¼ b2 � bT2 v1

vT1 v1
v1

v3 :¼ b3 � bT3 v1

vT1 v1
v1 � bT3 v2

vT2 v2
v2

..

.

vm :¼ bm � bTmv1

vT1 v1
v1 � bTmv2

vT2 v2
v2 � � � � � bTmvm�1

vTm�1vm�1

vm�1:

Then v1
kv1k ;

v2
kv2k ; . . . ;

vm
kvmk

n o
is an orthonormal basis for S. Furthermore,

Spanfv1; v2; . . . ; vkg ¼ Spanfb1; b2; . . . ; bkg: &

In the above sketched case, with ui ¼ vi
jjvijj,

S? ¼ Spanfukþ1; . . . ; ung:

Since fu1; . . . ; ung form a basis for Rn, fukþ1; . . . ; ung is called an orthonormal

completion of fu1; u2; . . . ; ukg.
An ordered array of mn elements aij 2 R; i ¼ 1; . . . ; n; j ¼ 1; . . . ;m, written in the

form

A ¼
a11 a12 � � � a1m
a21 a22 � � � a2m

..

. ..
. ..

. ..
.

an1 an2 � � � anm

2
6664

3
7775

is said to be an n�m-matrix with entries in R. The set of all n� m-matrices will be

denoted by Rn�m. If m ¼ n, A is called a square matrix. With matrix A 2 Rn�m one can

associate the linear map x ! Ax from Rm ! Rn. The kernel or null space of A is defined

by

ker A ¼ NðAÞ :¼ fx 2 RmjAx ¼ 0g;

and the image or range of A is

Im A ¼ RðAÞ :¼ fy 2 Rnjy ¼ Ax; x 2 Rmg:

1Gram was a Danish mathematician who lived from 1850–1916 and worked in the insurance
business. Schmidt was a German mathematician who lived from 1876–1959. Schmidt reproved the
orthogonalization procedure from Gram in a more general context in 1906. However, Gram was not
the first to use this procedure. The procedure seems to be a result of Laplace and it was essentially
used by Cauchy in 1836.
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One can easily verify that kerA is a subspace of Rm and Im A is a subspace of Rn.

Furthermore, we recall the following fundamental result.

Theorem 2.3

Let A 2 Rn�m. Then,

1. dimðkerAÞ þ dimðImAÞ ¼ m.

2. dimðImAÞ ¼ dimððkerAÞ?Þ. &

Let ai; i ¼ 1; . . . ;m; denote the columns of matrix A 2 Rn�m, then

Im A ¼ Spanfa1; . . . ; amg:

The rank of a matrix A is defined by rankðAÞ ¼ dimðImAÞ, and thus the rank of a matrix

is just the number of independent columns in A. One can show that rankðAÞ ¼ rankðATÞ.
Consequently, the rank of a matrix also coincides with the number of independent rows in

A. A matrix A 2 Rn�m is said to have full row rank if n � m and rankðAÞ ¼ n. Equally, it

is said to have full column rank if m � n and rankðAÞ ¼ m. A full rank square matrix is

called a nonsingular or invertible matrix, otherwise it is called singular. The following

result is well-known.

Theorem 2.4

Let A 2 Rn�m and b 2 Rn. Then, Ax ¼ b has

1. at most one solution x if A has full column rank;

2. at least one solution x if A has full row rank;

3. a solution if and only if rankð½Ajb�Þ ¼ rankðAÞ;
4. a unique solution if A is invertible. &

If a matrix A is invertible one can show that the matrix equation AX ¼ I has a unique

solution X 2 Rn�n. Here I is the n� n identity matrix with entries eij :¼ �ij; i; j ¼
1; . . . ; n; and �ij is the Kronecker delta. Moreover, this matrix X also satisfies the matrix

equation XA ¼ I. Matrix X is called the inverse of matrix A and the notation A�1 is used

to denote this inverse.

A notion that is useful to see whether or not a square n� n matrix A is singular is the

determinant of A, denoted by detðAÞ. The next theorem lists some properties of

determinants.

Theorem 2.5

Let A;B 2 Rn�n; C 2 Rn�m; D 2 Rm�m; and 0 2 Rm�n be the matrix with all entries zero.

Then,
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1. detðABÞ ¼ detðAÞdetðBÞ;
2. A is invertible if and only if detðAÞ 6¼ 0;

3. If A is invertible, detðA�1Þ ¼ 1
detðAÞ;

4. detðAÞ ¼ detðATÞ;

5. det
A C

0 D

� �� �
¼ detðAÞdetðDÞ: &

Next we present Cramer’s rule to calculate the inverse of a matrix. This way of

calculating the inverse is sometimes helpful in theoretical calculations, as we will see

later on.

For any n� n matrix A and any b 2 Rn, let AiðbÞ be the matrix obtained from A by

replacing column i by the vector b

AiðbÞ :¼ a1 � � � ai�1 b aiþ1 � � � an½ �:

Theorem 2.6 (Cramer)2

Let A be an invertible n� n matrix. For any b 2 Rn, the unique solution x of Ax ¼ b has

entries given by

xi ¼ detAiðbÞ
detA

; i ¼ 1; 2; . . . ; n: &

Cramer’s rule leads easily to a general formula for the inverse of an n� n matrix A. To

see this, notice that the jth column of A�1 is a vector x that satisfies

Ax ¼ ej

where ej is jth column of the identity matrix. By Cramer’s rule,

xij :¼ ½ði; jÞ � entry of A�1� ¼ detAiðejÞ
detA

: ð2:1:1Þ

Let Aji denote the submatrix of A formed by deleting row j and column i from matrix A.

An expansion of the determinant down column i of AiðejÞ shows that

detAiðejÞ ¼ ð�1Þiþj
detAji ¼: Cji:

2Cramer was a well-known Swiss mathematician who lived from 1704–1752. He showed this
rule in an appendix of his book (Cramer, 1750). However, he was not the first one to give this rule.
The Japanese mathematician Takakazu and the German mathematician Leibniz had considered this
idea already in 1683 and 1693, respectively, long before a separate theory of matrices was
developed.
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By (2.1.1), the ði; jÞ�entry of A�1 is Cji divided by detA. Thus

A�1 ¼ 1

det

C11 C21 . . . Cn1

C12 C22 . . . Cn2

..

. ..
. ..

. ..
.

C1n C2n . . . Cnn

2
6664

3
7775 ð2:1:2Þ

The entries Cij are the so-called cofactors of matrix A. Notice that the subscripts on Cji

are the reverse of the entry number ði; jÞ in the matrix. The matrix of cofactors on the

right-hand side of (2.1.2) is called the adjoint of A, denoted by adjA. The next theorem

simply restates (2.1.2).

Theorem 2.7

Let A be an invertible n� n matrix. Then

A�1 ¼ 1

detðAÞ adj ðAÞ: ð2:1:3Þ

&

Example 2.2

If

A ¼
2� � 1 �1

0 2� � 0

1 �1 3� �

2
4

3
5;

then

adjðAÞ ¼

det
2� � 0

�1 3� �

� �
�det

1 �1

�1 3� �

� �
det

1 �1

2� � 0

� �

�det
0 0

1 3� �

� �
det

2� � �1

1 3� �

� �
�det

2� � �1

0 0

� �

det
0 2� �

1 �1

� �
�det

2� � 1

1 �1

� �
det

2� � 1

0 2� �

� �

2
666666664

3
777777775

¼
�2 � 5�þ 6 �� 2 ��þ 2

0 �2 � 5�þ 7 0

�� 2 ��þ 3 �2 � 4�þ 4

2
64

3
75:

Notice that all entries of the adjoint matrix are polynomials with a degree that does not

exceed 2. Furthermore, detðAÞ ¼ ��3 þ 7�2 � 17�þ 14, which is a polynomial of

degree 3. &
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If the entries of A are aij; i; j ¼ 1; . . . ; n, the trace of matrix A is defined as trace(A)

:¼Pn
i¼1 aii. The next properties are well-known.

Theorem 2.8

1. trace(�A) ¼ � trace (A), 8A 2 Rn�n and � 2 R;

2. trace(Aþ B) ¼ trace (A) þ trace (B), 8A;B 2 Rn�n;

3. trace(AB) ¼ trace (BA), 8A 2 Rn�m, B 2 Rm�n. &

2.2 Eigenvalues and eigenvectors

Let A 2 Rn�n, then � 2 R is called an eigenvalue of A if there exists a vector x 2 Rn,

different from zero, such that Ax ¼ �x. If such a scalar � and corresponding vector x

exist, the vector x is called an eigenvector. If A has an eigenvalue � it follows that there

exists a nonzero vector x such that ðA� �IÞx ¼ 0. Stated differently, matrix A� �I is

singular. So, according to Theorem 2.5, � is an eigenvalue of matrix A if and only if

detðA� �IÞ ¼ 0. All vectors in the null space of A� �I are then the eigenvectors

corresponding to �. As a consequence we have that the set of eigenvectors corresponding
with an eigenvalue � forming a subspace. This subspace is called the eigenspace of � and

we denote this subset by E�. So, to find the eigenvalues of a matrix A we have to find

those values � for which detðA� �IÞ ¼ 0. Since pð�Þ :¼ detðA� �IÞ is a polynomial of

degree n, pð�Þ is called the characteristic polynomial of A. The set of roots of this

polynomial is called the spectrum of A and is denoted by �ðAÞ.
An important property of eigenvectors corresponding to different eigenvalues is that

they are always independent.

Theorem 2.9

Let A 2 Rn�n and �1; �2 be two different eigenvalues of A with corresponding eigen-

vectors x1 and x2, respectively. Then fx1; x2g are linearly independent.

Proof

Assume x2 ¼ �x1, for some nonzero scalar � 2 R. Then 0 ¼ Aðx2 � �x1Þ ¼ Ax2�
�Ax1 ¼ �2x2 � ��1x1 ¼ �2�x1 � ��1x1 ¼ �ð�2 � �1Þx1 6¼ 0, due to the stated assump-

tions. So this yields a contradiction and therefore our assumption that x2 is a multiple of

x1 must be incorrect. &

Example 2.3

1. Consider matrix A1 ¼ �1 �3

2 4

� �
: The characteristic polynomial of A1 is

pð�Þ ¼ detðA1 � �IÞ ¼ ð�� 1Þð�� 2Þ:
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So, �ðA1Þ ¼ f1; 2g. Furthermore, E1 ¼ NðA1 � IÞ ¼ f� 3

�2

� �
; � 2 Rg and E2 ¼

NðA1 � 2IÞ ¼ �
�1

1

� �
; � 2 R

� �
:

2. Consider matrix A2 ¼ �6 4

�4 2

� �
: The characteristic polynomial of A2 is ð�þ 2Þ2. So,

�ðA2Þ ¼ f�2g. Furthermore, E�2 ¼ NðA2 þ 2IÞ ¼ �
1

1

� �
; � 2 R

� �
:

3. Consider matrix A3 ¼ 3 0

0 3

� �
: The characteristic polynomial of A3 is ð�� 3Þ2. So,

�ðA3Þ ¼ f3g. Furthermore, E3 ¼ NðA3 � 3IÞ ¼ R2:

4. Consider matrix A4¼ 3 1

�2 1

� �
: The characteristic polynomial of A4 is ð�2 � 4�þ 5Þ.

This polynomial has no real roots. So, matrix A4 has no real eigenvalues. &

The above example illustrates a number of properties that hold in the general setting too

(Lancaster and Tismenetsky, 1985).

Theorem 2.10

Any polynomial pð�Þ can be factorized as the product of different linear and quadratic

terms, i.e.

pð�Þ ¼ cð�� �1Þn1ð�� �2Þn2 . . . ð�� �kÞnkð�2 þ bkþ1�þ ckþ1Þnkþ1 . . . ð�2 þ br�þ crÞnr ;

for some scalars c; �i; bi and ci. Here, for i 6¼ j, �i 6¼ �j and
bi
ci

� �
6¼ bj

cj

� �
and the

quadratic terms do not have real roots. Furthermore,
Pk

i¼1 ni þ 2
Pr

i¼kþ1 ni ¼ n. &

The power index ni appearing in the factorization with the factor �� �i is called the

algebraic multiplicity of the eigenvalue �i. Closely related to this number is the so-

called geometric multiplicity of the eigenvalue �i, which is the dimension of the

corresponding eigenspace E�i . In Example 2.3 we see that for every eigenvalue the

geometric multiplicity is smaller than its algebraic multiplicity. For instance, for A1 both

multiplicities are 1 for both eigenvalues, whereas for A2 the geometric multiplicity of the

eigenvalue �2 is 1 and its algebraic multiplicity is 2. This property holds in general.

Theorem 2.11

Let �i be an eigenvalue of A. Then its geometric multiplicity is always smaller than (or

equal to) its algebraic multiplicity.

Proof

Assume �1 is an eigenvalue of A and fb1; . . . ; bkg is a set of independent eigenvectors

that span the corresponding eigenspace. Extend this basis of the eigenspace to a basis
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fb1; . . . ; bk; bkþ1; . . . ; bng for Rn (using the Gram–Schmidt procedure, for example). Let

S be the n� n matrix with columns b1; . . . ; bn. Then

AS ¼ ðAb1 . . .Abk Abkþ1 . . .AbnÞ
¼ ð�1b1 . . .�1bk Abkþ1 . . .AbnÞ

¼ S
�1Ik D

0 En�k

� �
;

where Ik denotes the k � k identity matrix and En�k a square ðn� kÞ � ðn� kÞ matrix.

Then right-multiplying this relation by S�1, we have A ¼ S
�1Ik D

0 En�k

� �
S�1. Therefore

detðA� �IÞ ¼ det S
�1Ik D

0 En�k

" #
S�1 � �I

 !

¼ detðSÞdet �1Ik D

0 En�k

" #
� �I

 !
detðS�1Þ

¼ det
ð�1 � �ÞIk D

0 En�k � �In�k

" # !

¼ ð�1 � �ÞkdetðEn�k � �In�kÞ: &

It turns out that if, for an eigenvalue �1, there holds a strict inequality between its

geometric and algebraic multiplicity, there is a natural way to extend the eigenspace

towards a larger subspace whose dimension has the corresponding algebraic multiplicity.

This larger subspace is called the generalized eigenspace of the eigenvalue �1 and is

given by E
g
�1

:¼ NðA� �1IÞn. In fact, there exists a minimal index p � n for which

E
g
�1

¼ NðA� �1IÞp. This, follows from the property that NðA� �1IÞp � NðA� �1IÞpþ1
,

for all p ¼ 1; 2; . . ., and the fact that whenever NðA� �1IÞp ¼ NðA� �1IÞpþ1
also

NðA� �1IÞpþ1 ¼ NðA� �1IÞpþ2
(see Exercises).

2.3 Complex eigenvalues

In the previous subsection we saw that the characteristic polynomial of an n� n matrix

involves a polynomial of degree n that can be factorized as the product of different linear

and quadratic terms (see Theorem 2.10). Furthermore, it is not possible to factorize any of

these quadratic terms as the product of two linear terms. Without loss of generality such a

quadratic term can be written as

pð�Þ ¼ �2 � 2a�þ b2 þ a2: ð2:3:1Þ
Next introduce the symbol i to denote the square root of �1. So, by definition

i :¼
ffiffiffiffiffiffiffi
�1

p
:
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Using this notation the equation pð�Þ ¼ 0 has two solutions, i.e.

�j ¼ 2a� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4a2 � 4ða2 þ b2Þp

2
¼ a�

ffiffiffiffiffiffiffiffi
i2b2

p
¼ a� bi; j ¼ 1; 2:

Or, stated differently, pð�Þ in equation (2.3.1) has, with this notation, the two square roots

�1 ¼ aþ bi and ���1 ¼ a� bi: ð2:3:2Þ

An expression z of the form

z ¼ xþ yi

where x and y are real numbers and i is the formal symbol satisfying the relation i2 ¼ �1

is called a complex number. x is called the real part of z and y the imaginary part of z.

Since any complex number xþ iy is uniquely determined by the numbers x and y one can

visualize the set of all complex numbers as the set of all points ðx; yÞ in the plane R2, as in

Figure 2.1. The horizontal axis is called the real axis because the points ðx; 0Þ on it

correspond to the real numbers. The vertical axis is the imaginary axis because the points

ð0; yÞ on it correspond to the pure imaginary numbers of the form 0þ yi, or simply yi.

Given this representation of the set of complex numbers it seems reasonable to introduce

the addition of two complex numbers just like the addition of two vectors in R2, i.e.

ðx1 þ y1iÞ þ ðx2 þ y2iÞ :¼ ðx1 þ x2Þ þ ðy1 þ y2Þi:

Note that this rule reduces to ordinary addition of real numbers when y1 and y2 are zero.

Furthermore, by our definition of i2 ¼ �1, we have implicitly also introduced the

operation of multiplication of two complex numbers. This operation is defined by

ðx1 þ y1iÞðx2 þ y2iÞ :¼ x1x2 þ x1y2iþ y1x2iþ y1y2i
2 ¼ ðx1x2 � y1y2Þ þ ðx1y2 þ x2y1Þi:

x + iy

x

y

Imaginary
axis

Real axis

Figure 2.1 The complex plane C
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Note that this operation also induces a multiplication rule of two vectors in R2 as

x1
y1

� �
	 x2

y2

� �
:¼ x1x2 � y1y2

x1y2 þ x2y1

� �
:

We will not, however, elaborate this point.

From equation (2.3.2) it is clear that closely related to the complex number z ¼ xþ yi

is the complex number x� yi. The complex number x� yi is called the conjugate of z

and denote it by �zz (read as ‘z bar’). So, the conjugate of a complex number z is obtained

by reversing the sign of the imaginary part.

Example 2.4

The conjugate of z ¼ �2� 4i is �zz ¼ �2þ 4i, that is �2� 4i ¼ �2þ 4i. &
Geometrically, �zz is the mirror image of z in the real axis (see Figure 2.2).

The absolute value or modulus of a complex number z ¼ xþ yi is the length of the

associated vector
x

y

� �
in R2. That is, the absolute value of z is the real number jzj defined

by

jzj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p
:

This number jzj coincides with the square root of the product of z with its conjugate �zz, i.e.
jzj ¼ ffiffiffiffi

z�zz
p

.

We now turn to the division of complex numbers. The objective is to define devision as

the inverse of multiplication. Thus, if z 6¼ 0, then the definition of 1
z
is the complex

number w that satisfies

wz ¼ 1: ð2:3:3Þ

z = x + iy

z = x − iy

x

y

¯
−y

Imaginary
axis

Rea l       axis

Figure 2.2 The conjugate of a complex number z
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Obviously, it is not a priori clear that for every complex number z 6¼ 0 there always exists

a unique number w satisfying this relationship. The next theorem states that this complex

number w always exists and gives an explicit representation of this number.

Theorem 2.12

If z 6¼ 0, then equation (2.3.3) has a unique solution, which is

w ¼ 1

jzj2 �zz:

Proof

Let z ¼ aþ bi and w ¼ xþ yi. Then equation (2.3.3) can be written as

ðxþ yiÞðaþ biÞ ¼ 1;

or

ax� by� 1þ ðbxþ ayÞi ¼ 0:

Therefore, the equation (2.3.3) has a unique solution if and only if the next set of two

equations has a unique solution x; y

ax� by� 1 ¼ 0

bxþ ay ¼ 0:

Or, stated differently, the equation

a �b

b a

� �
x

y

� �
¼ 1

0

� �

has a unique solution. Note that det
a �b

b a

� �� �
¼ a2 þ b2 6¼ 0. So, the solution

x

y

� �
is

unique. It is easily verified that x ¼ a
a2þb2

and y ¼ �b
a2þb2

satisfy the equation, from which

the stated result follows straightforwardly. &

Example 2.5

If z ¼ 3þ 4i, then 1
z
¼ 1

25
ð3� 4iÞ. The complex number z ¼ 2�i

3þ4i
can be written in the

standard form z ¼ 1
25
ð2� iÞð3� 4iÞ ¼ 1

25
ð2� 11iÞ ¼ 2

25
� 11

25
i. &

Theorem 2.13 lists some useful properties of the complex conjugate. The proofs are

elementary and left as an exercise to the reader.

Theorem 2.13

For any complex numbers z1 and z2

1. z1 þ z2 ¼ �zz1 þ �zz2

2. z1z2 ¼ �zz1�zz2 (and consequently z1=z2 ¼ �zz1=�zz2).

3. ��zz�zz1 ¼ z1: &
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Just as vectors in Rn and matrices in Rn�m are defined, one can define vectors in Cn and

matrices in Cn�m as vectors and matrices whose entries are now complex numbers. The

operations of addition and (scalar) multiplication are defined in the same way. Further-

more for a matrix Z with elements zij from C the complex conjugate �ZZ of Z is defined as

the matrix obtained from Z by changing all its entries to their complex conjugates. In

other words, the entries of �ZZ are �zzij.

Example 2.6

Let z be any complex number, z1 ¼ 1þ i

2� 3i

� �
, z2 ¼ 2� 4i

�3þ 2i

� �
, A1 ¼ 1þ i i

2� 3i 2

� �
and

A2 ¼ 4þ 2i 1� i

�2� i 1

� �
. Then,

z1 þ z2 ¼
3� 3i

�1� i

� �
;A1 þ A2 ¼

5þ 3i 1

�4i 3

� �
; z

2� 4i

�3þ 2i

� �
¼ zð2� 4iÞ

zð�3þ 2iÞ
� �

;

z A1 ¼
zð1þ iÞ zi

zð2� 3iÞ 2z

� �
;A1z1 ¼ ð1þ iÞ2 þ 3þ 2i

ð2� 3iÞð1þ iÞ þ 4� 6i

" #
¼ 3þ 4i

9� 7i

� �
and;

A1A2 ¼
ð1þ iÞð4þ 2iÞ þ ið�2� iÞ ð1þ iÞð1� iÞ þ i

ð2� 3iÞð4þ 2iÞ þ 2ð�2� iÞ ð2� 3iÞð1� iÞ þ 2

� �
¼ 3þ 4i 2þ i

10� 10i 1� 5i

� �
:

&

Any vector z 2 Cn can be written as z ¼ xþ yi, where x; y 2 Rn. Similarly any matrix

Z 2 Cn�m can be written as Z ¼ Aþ Bi, where A;B 2 Rn�m.

The eigenvalue–eigenvector theory already developed for matrices in Rn�n applies

equally well to matrices with complex entries. That is, a complex scalar � is called a

complex eigenvalue of a complex matrix Z 2 Cn�n if there is a nonzero complex vector z

such that

Zz ¼ �z:

Before we elaborate this equation, we first generalize the notion of determinant to

complex matrices. The definition coincides with the definition of the determinant of a real

matrix. That is, the determinant of a complex matrix Z ¼ ½zij� is

det Z ¼ z11det Z11 � z12det Z12 þ � � � þ ð�1Þnþ1
z1ndet Z1n;

where Zij denotes the submatrix of Z formed by deleting row i and column j and the

determinant of a complex number z is z. One can now copy the theory used in the real

case, to derive the results of Theorem 2.5, and show that these properties also apply in the

complex case. In particular, one can also show that in the complex case a square matrix Z

is nonsingular if and only if its determinant differs from zero. This result will be used to

analyze the eigenvalue problem in more detail. To be self-contained, this result is now

shown. Its proof requires the basic facts that, like in the real case, adding a multiple of

one row to another row of matrix Z, or adding a multiple of one column to another

column of Z does not change the determinant of matrix Z. Taking these and the fact that
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det
A C

0 D

� �� �
¼ detðAÞdetðDÞ for granted (see Exercises) the next fundamental prop-

erty on the existence of solutions for the set of linear equations Zz ¼ 0 is proved.

Theorem 2.14

Let Z 2 Cn�n. Then the set of equations

Zz ¼ 0

has a complex solution z 6¼ 0 if and only if det Z ¼ 0.

Proof

Let Z ¼ Aþ iB and z ¼ xþ iy, with A;B 2 Rn�n and x; y 2 Rn. Then,

Zz ¼ Ax� Byþ iðBxþ AyÞ:

Therefore Zz ¼ 0 has a unique solution if and only if the next set of equations are

uniquely solvable for some vectors x; y 2 Rn:

Ax� By ¼ 0 and Bxþ Ay ¼ 0:

Since this is a set of equations with only real entries, Theorem 2.4 and 2.5 can be used to

conclude that this set of equations has a solution different from zero if and only if

det
A �B

B A

� �� �
¼ 0:

Since adding multiples of one row to another row and adding multiples of one column to

another column does not change the determinant of a matrix

det
A �B

B A

� �� �
¼ det

I iI

0 I

� �� �
det

A �B

B A

� �� �
det

I �iI

0 I

� �� �
:

(Note that the above mentioned addition operations can indeed be represented in this

way.) Spelling out the right-hand side of this equation yields

det
A �B

B A

� �� �
¼ det

Aþ iB 0

B A� iB

� �� �
:

So, det
A �B

B A

� �� �
¼ detðAþ iBÞdetðA� iBÞ: Therefore, Zz ¼ 0 has a solution differ-

ent from zero if and only if detðAþ iBÞdetðA� iBÞ ¼ 0: Since w :¼ detðAþ iBÞ is a

complex number and detðA� iBÞ ¼ �ww (see Exercises) it follows that detðAþ iBÞ
detðA� iBÞ ¼ 0 if and only if w�ww ¼ jwj2 ¼ 0, i.e. w ¼ 0, which proves the claim. &
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Corollary 2.15

� 2 C is an eigenvalue of A if and only if detðA� �IÞ ¼ 0. Moreover, all z 2 Cnð6¼ 0Þ
satisfying ðA� �IÞz ¼ 0 are eigenvectors corresponding to �. &

Example 2.7

(see also Example 2.3 part 4) Let A4 ¼ 3 1

�2 1

� �
: Its characteristic polynomial is

detðA4 � �IÞ ¼ �2 � 4�þ 5. The complex roots of this equation are �1 ¼ 2þ i and

�2 ¼ 2� i. The eigenvectors corresponding to �1 are NðA4 � ð2þ iÞIÞ ¼ f� 1

�1þ i

� �
;

� 2 Cg. The eigenvectors corresponding to �2 are NðA4 � ð2� iÞIÞ ¼ f� 1

�1� i

� �
;

� 2 Cg. &

From Example 2.7 we see that with �1 ¼ 2þ i being an eigenvalue of A4, its conjugate

2� i is also an eigenvalue of A4. This property is, of course, something one would expect

given the facts that the characteristic polynomial of a matrix with real entries can be

factorized as a product of linear and quadratic terms, and equation (2.3.2).

Theorem 2.16

Let A 2 Rn�n. If � 2 C is an eigenvalue of A and z a corresponding eigenvector, then ��� is

also an eigenvalue of A and �zz a corresponding eigenvector.

Proof

By definition x and � satisfy Az ¼ �z. Taking the conjugate on both sides of this equation

gives Az ¼ �z. Using Theorem 2.13 and the fact that A is a real matrix, so that its

conjugate is matrix A again, yields A�zz ¼ ����zz. Therefore, by definition, �zz is an eigenvector

corresponding with the eigenvalue ���. &

Theorem 2.17 below, shows that whenever A 2 Rn�n has a complex eigenvalue, then A

has a so-called two-dimensional invariant subspace (see Section 2.5 for a formal

introduction to this notion) a property that will be used in the next section.

Theorem 2.17

Let A 2 Rn�n. If � ¼ aþ bi ða; b 2 R; b 6¼ 0Þ is a complex eigenvalue of A and

z ¼ xþ iy, with x; y 2 Rn, a corresponding eigenvector, then A has a two-dimensional

invariant subspace S ¼ Im x y½ �: In particular:

AS ¼ S
a b

�b a

� �
:

Proof

Theorem 2.16 shows that both

Az ¼ �z and A�zz ¼ ����zz:
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Writing out both equations yields

Axþ iAy ¼ ax� byþ iðbxþ ayÞ
Ax� iAy ¼ ax� by� iðbxþ ayÞ:

Adding and subtracting both equations, respectively, gives the next two equations

Ax ¼ ax� by ð2:3:4Þ
Ay ¼ bxþ ay: ð2:3:5Þ

or, stated differently,

A½x y� ¼ ½Ax Ay� ¼ ½ax� by bxþ ay� ¼ ½x y� a b

�b a

� �
:

So what is left to be shown is that fx; yg are linearly independent. To show this, assume

that y ¼ �x for some real � 6¼ 0. Then from equations (2.3.4) and (2.3.5) we get

Ax ¼ ða� b�Þx ð2:3:6Þ
Ax ¼ 1

�
ðbþ a�Þx: ð2:3:7Þ

According to equation (2.3.6), x is a real eigenvector corresponding to the real eigenvalue

a� b�; whereas according to equation (2.3.7) x is a real eigenvector corresponding to the

real eigenvalue 1
� ðbþ a�Þ. However, according to Theorem 2.9 eigenvectors correspond-

ing to different eigenvalues are always linearly independent. So, the eigenvalues a� b�
and 1

� ðbþ a�Þ must coincide, but this implies �2 ¼ �1, which is not possible. &

Example 2.8

1. (see also Example 2.7) Let A ¼
3 1 0

�2 1 0

0 0 1

2
4

3
5: The characteristic polynomial of A is

ð�2 � 4�þ 5Þð�� 1Þ. So, A has one real root �1 ¼ 1 and two complex roots. The

complex roots of this equation are �2 ¼ 2þ i and �3 ¼ 2� i. The eigenvectors

corresponding to �2 are NðA� ð2þ iÞIÞ ¼ f�
1

1� i

0

2
4

3
5; � 2 Cg. The real part of

this eigenvector is x :¼
1

�1

0

2
4

3
5 and the imaginary part of this eigenvector is

y :¼
0

1

0

2
4
3
5. Therefore, A has a two-dimensional invariant subspace consisting of

S ¼ Im

1 0

�1 1

0 0

2
4

3
5: Indeed, with 2þ i ¼: aþ bi we have (see Theorem 2.17)

AS ¼
2 1

�3 1

0 0

2
4

3
5 ¼

1 0

�1 1

0 0

2
4

3
5 2 1

�1 2

� �
¼ S

a b

�b a

� �
:
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2. Let A ¼
2 2 �3

0 �1 0

3 1 2

2
4

3
5: The characteristic polynomial of A is ð�2 � 4�þ 13Þ

ð�þ 1Þ. So, A has one real root �1 ¼ �1 and two complex roots. The complex

roots of this equation are �2 ¼ 2þ 3i and �3 ¼ 2� 3i. The eigenvectors correspond-

ing to �2 are NðA� ð2þ 3iÞIÞ ¼ f�
1

0

�i

2
4

3
5; � 2 Cg: Therefore, A has a two-dimen-

sional invariant subspace consisting of S ¼ Im

1 0

0 0

0 �1

2
4

3
5: Verification shows that

indeed with a ¼ 2 and b ¼ 3, AS ¼ S
a b

�b a

� �
: &

2.4 Cayley–Hamilton theorem

A theorem that is often used in linear algebra is the Cayley–Hamilton theorem. In the next

section this theorem will be used to derive the Jordan canonical form.

To introduce and prove this Cayley–Hamilton theorem let pð�Þ be the characteristic

polynomial of A, that is

pð�Þ ¼ detðA� �IÞ ¼ �n þ a1�
n�1 þ � � � þ an:

According to equation (2.1.3), detðBÞI ¼ BadjðBÞ ¼ adjðBÞB. So, with B :¼ A� �I, we
obtain the identity

pð�ÞI ¼ ðA� �IÞadjðA� �IÞ ð2:4:1Þ
¼ adjðA� �IÞðA� �IÞ: ð2:4:2Þ

By a straightforward spelling out of the right-hand side of the next equation, one can

verify that pð�ÞI can be rewritten as

pð�ÞI ¼ �ðA� �IÞ I�n�1 þ ðAþ a1IÞ�n�2 þ � � � þ ðAn�1 þ a1A
n�2 þ � � � þ an�1IÞ

� 	þ
An þ a1A

n�1 þ � � � þ an�1Aþ anI: ð2:4:3Þ

Now, if pð�Þ ¼ �n þ a1�
n�1 þ � � � þ an, let pðAÞ be defined as the matrix formed

by replacing each power of � in pð�Þ by the corresponding power of A (with A0 ¼ I).

That is,

pðAÞ ¼ An þ a1A
n�1 þ � � � þ anI: ð2:4:4Þ

Comparing the right-hand sides of equations (2.4.1) and (2.4.3) it follows that the next

equality holds

ðA� �IÞadjðA� �IÞ ¼ �ðA� �IÞQð�Þ þ pðAÞ; ð2:4:5Þ
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where we used the shorthand notation

Qð�Þ :¼ I�n�1 þ ðAþ a1IÞ�n�2 þ � � � þ ðAn�1 þ a1A
n�2 þ � � � þ an�1IÞ:

Next, rewrite equation (2.4.5) as

ðA� �IÞfadjðA� �IÞ þ Qð�Þg ¼ pðAÞ: ð2:4:6Þ

Using equation (2.4.2), equation (2.4.6) can be rewritten as

adjðA� �IÞ þ Qð�Þ ¼ adjðA� �IÞ
pð�Þ pðAÞ: ð2:4:7Þ

Using the definition of the adjoint matrix, it is easily verified that every entry of the

adjoint of A� �I is a polynomial with a degree that does not exceed n� 1 (see also

Example 2.2). Therefore, the left-hand side of equation (2.4.7) is a polynomial matrix

function. Furthermore, since the degree of the characteristic polynomial pð�Þ of A is n,

adjðA� �IÞ
pð�Þ ¼ P0

1

pð�Þ þ P1

�

pð�Þ þ � � � þ Pn�1

�n�1

pð�Þ

is a strict rational function of �. Therefore, the left-hand side and right-hand side of

equation (2.4.7) coincide only if both sides are zero. That is,

adjðA� �IÞ
pð�Þ pðAÞ ¼ 0: ð2:4:8Þ

In particular this equality holds for � ¼ ���, where ��� is an arbitrary number that is not an

eigenvalue of matrix A. But then, adjðA� ���IÞ is invertible. So, from equation (2.4.8) it

follows that pðAÞ ¼ 0. This proves the Cayley–Hamilton theorem.

Theorem 2.18 (Cayley–Hamilton)3

Let A 2 Rn�n and let pð�Þ be the characteristic polynomial of A. Then

pðAÞ ¼ 0: &

Example 2.9

Reconsider the matrices Ai; i ¼ 1; . . . ; 4 from Example 2.3. Then straightforward

calculations show that ðA1 � IÞðA1 � 2IÞ ¼ 0; ðA2 þ 2IÞ2 ¼ 0; ðA3 � 3IÞ2 ¼ 0 and

A2
4 � 4A4 þ 5I ¼ 0, respectively. &

3Cayley was an English lawyer/mathematician who lived from 1821–1895. His lecturer was the
famous Irish mathematician Hamilton who lived from 1805–1865 (see also Chapter 1).
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Next, assume that the characteristic polynomial pð�Þ of A is factorized as in

Theorem 2.10. That is

pð�Þ ¼ p1ð�Þp2ð�Þ � � � pkð�Þpkþ1ð�Þ � � � prð�Þ; ð2:4:9Þ

with pið�Þ ¼ ð�� �iÞni ; i ¼ 1; . . . ; k; and pið�Þ ¼ ð�2 þ bi�þ ciÞni ; i ¼ k þ 1; . . . ; r. The
next lemma shows that the null spaces of piðAÞ do not have any points in common (except

for the zero vector). Its proof is provided in the Appendix to this chapter (section 2.10).

Lemma 2.19

Let piðAÞ be as described above. Then

ker piðAÞ \ ker pjðAÞ ¼ f0g; if i 6¼ j: &

The next lemma is rather elementary but, nevertheless, gives a useful result.

Lemma 2.20

Let A;B 2 Rn�n. If AB ¼ 0 then

dimðkerAÞ þ dimðkerBÞ 
 n:

Proof

Note that ImB � kerA. Consequently,

dimðkerAÞ 
 dimðImBÞ:

Therefore, using Theorem 2.3,

dimðkerBÞ þ dimðkerAÞ 
 dimðkerBÞ þ dimðImBÞ ¼ n: &

We are now able to prove the next theorem which is essential to construct the Jordan

Canonical form of a square matrix A in the next section.

Theorem 2.21

Let the characteristic polynomial of matrix A be as described in equation (2.4.9). Assume

that the set fbj1; . . . ; bjmj
g forms a basis for ker pjðAÞ, with pjðAÞ as before, j ¼ 1 . . . ; r.

Then,

1. the set of vectors fb11; . . . ; b1m1
; . . . ; br1; . . . ; brmr

g forms a basis for Rn;

2. mi ¼ ni; i ¼ 1; . . . ; k; and mi ¼ 2ni; i ¼ k þ 1; . . . ; r: That is, the algebraic multi-

plicities of the real eigenvalues coincide with the dimension of the corresponding
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generalized eigenspaces; and the dimension of the generalized eigenspaces of the

complex eigenvalues are twice their algebraic multiplicities.

Proof

1. First construct for the nullspace of each pjðAÞ a basis fbj1; . . . ; bjmj
g. From

Lemma 2.19 it is clear that all the vectors in the collection fb11; . . . ; b1m1
; . . . ; br1; . . . ;

brmr
g are linearly independent. Since all vectors are an element of Rn this implies that

the number of vectors that belong to this set is smaller than or equal to the dimension

of Rn, i.e. n.

On the other hand it follows straightforwardly by induction from Lemma 2.20 that,

since according Cayley–Hamilton’s theorem p1ðAÞp2ðAÞ � � � prðAÞ ¼ 0, the sum of the

dimensions of the nullspaces of piðAÞ should be at least n. Therefore, combining both

results, we conclude that this sum should be exactly n.

2. Since the dimension of the nullspace of p1ðAÞ is m1, the dimension of the nullspace of

A� �1I is at most m1. So A has at most m1 independent eigenvectors corresponding

with the eigenvalue �1. A reasoning similar to Theorem 2.11 then shows that the

characteristic polynomial pð�Þ of A can be factorized as ð�� �1Þm1hð�Þ, where hð�Þ
is a polynomial of degree n� m1. Since by assumption pð�Þ ¼ ð�� �1Þn1h2ð�Þ,
where the polynomial h2ð�Þ does not contain the factor �� �1, it follows that

mi � ni; i ¼ 1; . . . ; k. In a similar way one can show that mi � 2ni; i ¼
k þ 1; . . . ; r. Since according to Theorem 2.10

Xk
i¼1

ni þ 2
Xr
i¼kþ1

ni ¼ n

it is clear that this equality can only hold if mi ¼ ni; i ¼ 1; . . . ; k; and mi ¼ 2ni;
i ¼ k þ 1; . . . ; r. &

2.5 Invariant subspaces and jordan canonical form

Let � be an eigenvalue of A 2 Rn�n, and x be a corresponding eigenvector. Then Ax ¼ �x
and Að�xÞ ¼ �ð�xÞ for any � 2 R. Clearly, the eigenvector x defines a one-dimensional

subspace that is invariant with respect to pre-multiplication by A since Akx ¼ �kx; 8k. In
general, a subspace S � Rn is called A-invariant if Ax 2 S for every x 2 S. In other

words, S is A-invariant means that the image of S under A is contained in S, i.e. Im

AS � S. Examples of A-invariant subspaces are the trivial subspace f0g, Rn, kerA and

Im A.

A-invariant subspaces play an important role in calculating solutions of the so-called

algebraic Riccati equations. These solutions constitute the basis for determining various

equilibria as we will see later on. A-invariant subspaces are intimately related to the

generalized eigenspaces of matrix A. A complete picture of all A-invariant subspaces is

in fact provided by considering the so-called Jordan canonical form of matrix A. It is a
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well-known (but nontrivial) result in linear algebra that any square matrix A 2 Rn�n

admits a Jordan canonical representation.

To grasp the idea of the Jordan form, first consider the case that A has n different

eigenvalues �i; i ¼ 1; . . . ; n. Let xi; i ¼ 1; . . . ; n; be the corresponding eigenvectors.

From Theorem 2.9 it then follows straightforwardly that fx1; x2; . . . ; xng are linearly

independent and in fact constitute a basis for Rn. Now let matrix S :¼ ½x1 x2 . . . xn�.
Since this matrix is full rank its inverse exists. Then AS ¼ ½Ax1 Ax2 . . . Axn� ¼

½�1x1 �2x2 � � � �nxn� ¼ SJ1, where J1 ¼
�1

�2

. .
.

�n

2
6664

3
7775. So if matrix A has n

different eigenvalues it can be factorized as A ¼ SJ1S
�1. Notice that this same procedure

can be used to factorize matrix A as long as matrix A has n independent eigenvectors. The

fact that the eigenvalues all differed is not crucial for this construction.

Next consider the case that A has an eigenvector x1 corresponding to the eigenvalue �1,

and that the generalized eigenvectors x2 and x3 are obtained through the following

equations:

ðA� �1IÞx1 ¼ 0

ðA� �1IÞx2 ¼ x1

ðA� �1IÞx3 ¼ x2:

From the second equation we see that Ax2 ¼ x1 þ �1x2 and from the third equation that

Ax3 ¼ x2 þ �1x3. With S :¼ ½x1 x2 x3� we therefore have AS ¼ ½Ax1 Ax2 Ax3� ¼

½�1x1 x1 þ �1x2 x2 þ �1x3� ¼ SJ2 with J2 ¼
�1 1 0

0 �1 1

0 0 �1

2
4

3
5. In particular, if A 2 R3�3

and fx1; x2; x3g are linearly independent, we conclude that S is invertible and therefore A

can be factorized as A ¼ SJ2S
�1.

For the general case, assume that matrix A has an eigenvector x1 corresponding with

the eigenvalue �1 and that the generalized eigenvectors x2; . . . ; xk are obtained through

the following equations:

ðA� �1IÞx1 ¼ 0

ðA� �1IÞx2 ¼ x1

..

.

ðA� �1IÞxk ¼ xk�1:

Now, let S be an A-invariant subspace that contains x2. Then x1 should also be in S. This,

since from the second equality above Ax2 ¼ �1x2 þ x1, and, as both Ax2 and �1x2 belong

to S, x1 has to belong to this subspace too. Similarly it follows that if x3 belongs to some

A-invariant subspace S, x2 and, consequently, x1 have also to belong to this subspace S.

So, in general, we observe that if some xi belongs to an A-invariant subspace S all its

‘predecessors’ have to be in it too.
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Furthermore note that ðA� �1IÞkxk ¼ 0. That is,

xk 2 kerðA� �1IÞk: ð2:5:1Þ

An A-invariant subspace S is called a stable invariant subspace if all the (possibly

complex) eigenvalues of A constrained to S have negative real parts.

Lemma 2.22

Consider a set of vectors fx1; . . . ; xpg which are recursively obtained as follows:

ðA� �1IÞx1 ¼ 0; ðA� �1IÞxiþ1 ¼ xi; i ¼ 1; . . . ; p� 1: ð2:5:2Þ

Then, with S :¼ ½x1 � � � xp�,

AS ¼ S�; ð2:5:3Þ

where � 2 Rp�p is the matrix

�1 1

�1
. .
.

. .
. . .

.

�1 1

�1

2
666664

3
777775: Moreover, S has full column

rank.

Proof

From the reasoning above, the first part of the lemma is obvious. All that is left to be

shown is that the set of vectors fx1; . . . ; xpg are linearly independent. To prove this we

consider the case p ¼ 3. The general case can be proved similarly. So, assume that

�1x1 þ �2x2 þ �3x3 ¼ 0: ð2:5:4Þ

Then also

0 ¼ ðA� �1IÞð�1x1 þ �2x2 þ �3x3Þ
¼ �2x1 þ �3x2;

ð2:5:5Þ

and, consequently,

0 ¼ ðA� �1IÞð�2x1 þ �3x2Þ
¼ �3x1:

ð2:5:6Þ

Since xi 6¼ 0 it is clear from equations (2.5.4) and (2.5.5) that necessarily �i ¼ 0;
i ¼ 1; 2; 3. That is fx1; x2; x3g are linearly independent. &

Since in Rn one can find at most n linearly independent vectors, it follows from Lemma

2.22 that the set of vectors defined in equation (2.5.2) has at most n elements. A sequence
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of vectors fx1; . . . ; xpg that are recursively defined by equation (2.5.2) and for which the

equation ðA� �1IÞxpþ1 ¼ xp has no solution, is called a Jordan chain generated by x1.

So a Jordan chain, denoted by Jðx1Þ, is the maximal sequence of vectors generated by

equation (2.5.2) starting with the eigenvector x1. The following property holds.

Proposition 2.23

Consider the generalized eigenspace E
g
1 corresponding to the eigenvalue �1. Let

fb1; . . . ; bkg constitute a basis for the corresponding eigenspace kerðA� �1IÞ and JðbiÞ
the Jordan chain generated by the basis vector bi. Then, fJðb1Þ; . . . ; JðbkÞg constitutes a

basis for E
g
1 . Moreover, with S :¼ ½Jðb1Þ; . . . ; JðbkÞ�, equation (2.5.3) holds.

Proof

From Lemma 2.22 it is obvious that for each bi, JðbiÞ are a set of linearly independent

vectors. To show that, for example, the set of vectors fJðb1Þ; Jðb2Þg are linearly

independent too, assume that some vector yk in the Jordan chain Jðb2Þ is in the span

of Jðb1Þ. Denoting Jðb1Þ ¼ fb1; x2; . . . ; xrg and Jðb2Þ ¼ fb2; y2; . . . ; ysg, then there exist

�i, not all zero, such that

yk ¼ �1b1 þ �2x2 þ � � � þ �rxr:

So,

b2 ¼ ðA� �1IÞk�1
yk

¼ �1ðA� �1Þk�1
b1 þ � � � þ �rðA� �1Þk�1

xr:

Using the definition of the Jordan chain we conclude that if k > r all vectors on the right-

hand side of this equation become zero. So b2 ¼ 0, which clearly contradicts our

assumption that b2 is a basis vector. On the other hand, if k � r, the equation reduces to

b2 ¼ �kb1 þ �kþ1x2 þ � � � þ �rxr�kþ1: ð2:5:7Þ

From this we see, by premultiplying both sides of this equation on the left by ðA� �1IÞ
again, that

0 ¼ ðA� �1IÞb2
¼ �kþ1ðA� �1IÞx2 þ � � � þ �rðA� �1IÞxr�kþ1

¼ �kþ1b1 þ � � � þ �rxr�k:

However, according Lemma 2.22 the vectors in the Jordan chain Jðb1Þ are linearly

independent, so �kþ1 ¼ � � � ¼ �r ¼ 0; but this implies according to equation (2.5.7) that

b2 ¼ �kb1, which violates our assumption that fb1; b2g are linearly independent. This

shows that in general fJðb1Þ; . . . ; JðbkÞg are a set of linearly independent vectors.

Furthermore we have from equation (2.5.1) and its preceding discussion that all vectors

in JðbiÞ belong to E
g
1. So, what is left to be shown is that the number of these independent
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vectors equals the dimension of E
g
1. To that purpose we show that every vector in E

g
1

belongs to a suitably chosen Jordan chain for some vector x1 2 kerðA� �1IÞ. Let x 2 E
g
1.

Then ðA� �1Þn1x ¼ 0 (where n1 is the algebraic multiplicity of �1) or, equivalently,

ðA� �1IÞðA� �1IÞn1�1
x ¼ 0:

Let x1 :¼ ðA� �1IÞn1�1
x. Then,

ðA� �1IÞx1 ¼ 0; where ðA� �1IÞn1�1
x ¼ x1:

Next, introduce x2 :¼ ðA� �1IÞn1�2
x. Then, ðA� �1IÞx2 ¼ x1: Repeating this process we

see that fx1; . . . ; xn1�1; xg satisfy

ðA� �1IÞx1 ¼ 0; ðA� �1IÞxi ¼ xi�1; i ¼ 1; . . . ; n1:

So, x belongs to a Jordan chain for some x1 2 kerðA� �1IÞ. From this it is easily verified

that x 2 SpanfJðb1Þ; . . . ; JðbkÞg. Which completes the proof. &

Example 2.10

Suppose a matrix A has the following form

A ¼ ½x1 x2 x3 x4��1

�1 1

�1

�2

�3

2
664

3
775½x1 x2 x3 x4�:

Then it is easy to verify that

S1 ¼ Spanfx1g; S12 ¼ Spanfx1; x2g; S123 ¼ Spanfx1; x2; x3g;
S3 ¼ Spanfx3g; S13 ¼ Spanfx1; x3g; S124 ¼ Spanfx1; x2; x4g;
S4 ¼ Spanfx4g; S14 ¼ Spanfx1; x4g; and S34 ¼ Spanfx3; x4g

are all A-invariant subspaces. &

Example 2.11

Assume that matrix A has a (possibly complex) eigenvalue �1 and that its geometric

multiplicity is 2. Then A has infinitely many invariant subspaces.

For, in the case of �1 2 R, let fx1; x2g be a basis for the nullspace of A� �1I. Then any

linear combination of these basis vectors is an A-invariant subspace, because

Að�1x1 þ �2x2Þ ¼ �1Ax1 þ �2Ax2 ¼�1�1x1 þ �2�1x2 ¼ �1ð�1x1 þ �2x2Þ:
Similarly, if � ¼ aþ bi (with b 6¼ 0) is a complex number, with geometric multiplicity 2,

there exist four linearly independent vectors xi; yi; i ¼ 1; 2 such that

A xi yi½ � ¼ xi yi½ � a b

�b a

� �
:
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Simple calculation shows then that for arbitrary �i the subspace Im �1x1 þ �2x2;½
�1y1 þ �2x2� is A-invariant too. &

Below we will use the notation diagfA;Bg for square, but not necessarily the same sized

matrices A and B, to denote the partitioned matrix
A 0

0 B

� �
:

Theorem 2.24 (Jordan canonical form)4

For any square matrix A 2 Rn�n there exists a nonsingular matrix T such that

A ¼ TJT�1

where J ¼ diagfJ1; J2; . . . ; Jrg and Ji either has one of the following real (R), real

extended (RE), complex (C) or complex extended (CE) forms

iÞ JR ¼

�i

�i

. .
.

�i

�i

2
66666664

3
77777775
; iiÞ JRE ¼

�i 1

�i
. .
.

. .
. . .

.

�i 1

�i

2
66666664

3
77777775

iiiÞ JC ¼

ai bi

�bi ai

. .
.

ai bi

�bi ai

2
66666664

3
77777775
; ivÞ JCE ¼

Ci I

Ci
. .
.

. .
. . .

.

Ci I

Ci

2
66666664

3
77777775

Here f�i; i ¼ 1; . . . ; rg are the distinct real eigenvalues of A, Ci ¼ ai bi
�bi ai

� �
;

i ¼ k þ 1; . . . ; r; and I is the 2� 2 identity matrix.

Proof

Let E
g
1 be the generalized eigenspace corresponding to the eigenvalue �1, which has an

algebraic multiplicity m1. Then, by definition

E
g
1 ¼ kerðA� �1IÞm1 ¼ kerðA� �1IÞm1þi; i 
 0:

So,

ðA� �1IÞm1ðA� �1IÞEg
1 ¼ 0:

4Jordan was a famous French engineer/mathematician who lived from 1838–1922.
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From which we conclude that

ðA� �1IÞEg
1 � E

g
1:

Consequently, introducing the matrix S1 such that E
g
1 ¼ Im S1, ðA� �1IÞS1 ¼ S1V1 for

some matrix V1. Or, stated differently,

AS1 ¼ S1ð�1I þ V1Þ:
So, assuming the characteristic polynomial of A is factorized as in Theorem 2.10, we

conclude that there exist matrices Si and Vi; i ¼ 1; . . . ; r; such that

A½S1 � � � Sr� ¼ ½S1 � � � Sr�diagf�1I þ V1; . . . ; �rI þ Vrg:
This proves the first part of the theorem. What is left to be shown is that for each

generalized eigenspace we can find a basis such that with respect to this basis

ASi ¼ SiJi;

where Ji has either one of the four representations JR, JRE, JC or JCE. However, this was

basically shown in Proposition 2.23. In the case where the eigenvalue �1 is real and the

geometric multiplicity of �1 coincides with its algebraic multiplicity, Ji ¼ JR. In the case

where its geometric multiplicity is one and its algebraic multiplicity is larger than one,

Ji ¼ JRE. If the geometric multiplicity of �1 is larger than one but differs from its

algebraic multiplicity, a mixture of both forms JR and JRE occurs. The exact form of this

mixture depends on the length of the Jordan chains of the basis vectors chosen in

kerðA� �1IÞ. The corresponding results Ji ¼ JC and Ji ¼ JCE, in the case where �1 ¼ aiþ
bii; bi 6¼ 0, is a complex root, follow similarly using the result of Theorem 2.17. &

In the above theorem the numbers ai and bi in the boxes Ci ¼ ai bi
�bi ai

� �
come from the

complex roots ai þ bii; i ¼ k þ 1; . . . ; r; of matrix A. Note that the characteristic

polynomial of Ci is �
2 þ 2ai�þ a2i þ b2i .

An immediate consequence of this theorem is the following corollary.

Corollary 2.25

Let A 2 Rn�n. Then,

1. All A-invariant subspaces can be constructed from the Jordan canonical form.

2. Matrix A has a finite number of invariant subspaces if and only if all geometric

multiplicities of the (possibly complex) eigenvalues are one.

Proof

1. Let Im S be an arbitrarily chosen k-dimensional A-invariant subspace. Then there

exists a matrix � such that

ImAS ¼ Im S�:
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Let � ¼ TJT�1, where J is the Jordan canonical form corresponding to �. Then
ImAST ¼ Im STJ. However, since T is invertible, Im ST ¼ Im S. So, ImAS ¼ Im SJ.

This implies that the columns of matrix S are either eigenvectors or generalized

eigenvectors of A.

2. From part 1 it follows that all A-invariant subspaces can be determined from the Jordan

canonical form of A. In Example 2.11 we already showed that if there is an eigenvalue

which has a geometric multiplicity larger than one, there exist infinitely many invariant

subspaces. So what remains to be shown is that if all real eigenvalues have exactly one

corresponding eigenvector and with each pair of conjugate eigenvalues there corre-

sponds exactly one two-dimensional invariant subspace, then there will only exist a

finite number of A-invariant subspaces.

However, under these assumptions it is obvious that the invariant subspaces corres-

ponding with the eigenvalues are uniquely determined. So, there are only a finite

number of such invariant subspaces. This implies that there are also only a finite

number of combinations possible for these subspaces, all yielding additional A-invariant

subspaces. Therefore, all together there will be only a finite number of invariant

subspaces. &

From the above corollary it is clear that with each A-invariant subspace V one can

associate a part of the spectrum of matrix A. We will denote this part of the spectrum by

�ðAjVÞ.
Now, generically, a polynomial of degree n will have n distinct (possibly complex)

roots. Therefore if one considers an arbitrary matrix A 2 Rn�n its Jordan form is most of

the times a combination of the first, JR, and third, JC, Jordan form.

Example 2.12 (generic Jordan canonical form)

If A 2 Rn�n has n distinct (possibly complex) eigenvalues then its Jordan form is

J ¼

�1

�2

. .
.

�k�1

�k

akþ1 bkþ1

�bkþ1 akþ1

. .
.

ar br

�br ar

2
66666666666666666664

3
77777777777777777775

;

where all numbers appearing in this matrix differ. If A has only real roots the numbers

ai; bi disappear and k ¼ n. &
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Example 2.13

Consider matrix A ¼
3 1 0

�2 1 0

4 5 �1

2
4

3
5: The characteristic polynomial of A is

ð�þ 1Þð�2 � 4�þ 5Þ. Therefore it has one real eigenvalue, �1, and two complex

eigenvalues, 2þ i and 2� i. Consequently the Jordan canonical form of A is

J ¼
�1 0 0

0 2 1

0 �1 2

2
4

3
5: &

2.6 Semi-definite matrices

We start this section with the formal introduction of the transposition operation. The

transpose of a matrix A 2 Rn�m, denoted by AT, is obtained by interchanging the rows

and columns of matrix A. In more detail, if

A ¼
a11 a12 � � � a1n
a21 a22 � � � a2n

..

. ..
. ..

. ..
.

am1 am2 � � � amn

2
6664

3
7775 then AT ¼

a11 a21 � � � am1
a12 a22 � � � am2

..

. ..
. ..

. ..
.

a1n a2n � � � amn

2
6664

3
7775:

If a matrix equals its transpose, i.e. A ¼ AT , the matrix is called symmetric. One

important property of symmetric matrices is that a symmetric matrix has no complex

eigenvalues. Furthermore, eigenvectors corresponding to different eigenvalues are per-

pendicular.

Theorem 2.26

Let A 2 Rn�n be symmetric. Then,

1. if � is an eigenvalue of A, then � is a real number;

2. if �i; i ¼ 1; 2; are two different eigenvalues of A and xi; i ¼ 1; 2; corresponding

eigenvectors, then xT1 x2 ¼ 0:

Proof

1. Let x be an eigenvector corresponding to �. According to Theorem 2.16 ��� is then an

eigenvalue of A too and �xx is a corresponding eigenvector. Therefore xTA�xx ¼
xT ����xx ¼ ���xT�xx. On the other hand, since xTA�xx is a scalar and A is symmetric,

xTA�xx ¼ ðxTA�xxÞT ¼ �xxTAx ¼ ��xxTx. Since �xxTx ¼ xT�xx 2 R, different from zero, we con-

clude that ��� ¼ �. So � 2 R.

2. Consider p :¼ xT1Ax2. Then, on the one hand, p ¼ �2x
T
1 x2. On the other hand, p ¼

pT ¼ xT2Ax1 ¼ �1x
T
2 x1 ¼ �1x

T
1 x2. So comparing both results we conclude that

�2x
T
1 x2 ¼ �1x

T
1 x2. Since �1 6¼ �2 it follows that xT1 x2 ¼ 0. &

42 Linear algebra



Next note that kerðAÞ ¼ kerðA2Þ if A is symmetric since, assuming that x 2 kerðA2Þ but
x =2 kerðAÞ, then, since Ax 6¼ 0, also xTATAx 6¼ 0. However, from the symmetry of A it

follows that xTATAx ¼ xTA2x ¼ 0, which contradicts our previous result. Therefore, the

generalized eigenspaces of a symmetric matrix coincide with its eigenspaces. Now, for

every eigenspace Ei of A one can construct an orthonormal basis using the Gram–Schmidt

orthogonalization procedure. Since, according to Theorem 2.26, eigenvectors correspond-

ing to different eigenvalues are always perpendicular, we obtain in this way an ortho-

normal basis of eigenvectors fu1; . . . ; ung for Rn. Then with U :¼ ½u1; u2; � � � un�,
AU ¼ UJ, where matrix J is a diagonal matrix whose diagonal entries are the eigenvalues

of matrix A. It is easily verified that UTU ¼ I. So, by definition, the inverse of U is UT . A

matrix U which has the property that UTU ¼ I is called an orthonormal matrix. This is

because all the columns of this matrix U are orthogonal and have length (norm) one. So

summarizing we have the following theorem.

Theorem 2.27

If A is symmetric, then there exists an orthonormal matrix U and a diagonal matrix

J ¼ diagð�iÞ such that

A ¼ UJUT :

The ith-column of U is an eigenvector corresponding to the eigenvalue �i. &

A square symmetric matrix A is said to be positive definite (semi-definite), denoted by

A > 0 (A 
 0), if xTAx > 0 (
 0) for all x 6¼ 0. A is called negative definite (semi-

definite), denoted by A < 0 (A � 0), if xTAx < 0 (� 0) for all x 6¼ 0.

Theorem 2.28

Let A be a symmetric matrix. Then, A > 0 ð
 0Þ if and only if all eigenvalues �i of A

satisfy �i > 0 ð
 0Þ.

Proof

Consider the decomposition A ¼ UJUT from Theorem 2.27. Choose x ¼ ui, where ui is

the ith-column of U. Then xTAx ¼ �i and the result is obvious.

The converse statement is left as an exercise for the reader. &

2.7 Algebraic Riccati equations

In this subsection we study the so-called algebraic Riccati5 equation or ARE for short.

AREs have an impressive range of applications, such as linear quadratic optimal control,

5Count Jacopa Francesco Riccati (1676–1754) studied the differential equation _xxðtÞþ
t�nx2ðtÞ � ntmþn�1 ¼ 0, where m and n are constants (Riccati, 1724). Since then, these kind of
equations have been extensively studied in literature. See Bittanti (1991) and Bittanti, Laub and
Willems (1991) for an historic overview of the main issues evolving around the Riccati equation.

Algebraic Riccati equations 43



stability theory, stochastic filtering and stochastic control, synthesis of linear passive

networks and robust optimal control. In this book we will see that they also play a

central role in the determination of equilibria in the theory of linear quadratic differential

games.

Let A, Q and R be real n� n matrices with Q and R symmetric. Then an algebraic

Riccati equation in the n� n matrix X is the following quadratic matrix equation:

ATX þ XAþ XRX þ Q ¼ 0: ð2:7:1Þ

The above equation can be rewritten as

I X½ � Q AT

A R

� �
I

X

� �
¼ 0:

From this we infer that the image of matrix ½I X� is orthogonal to the image of

Q AT

A R

� �
I

X

� �
. Or, stated differently, the image of

Q AT

A R

� �
I

X

� �
belongs to the

orthogonal complement of the image of matrix ½I X�. It is easily verified that the

orthogonal complement of the image of matrix ½I X� is given by the image of
�X

I

� �
.

Therefore, ARE has a solution if and only if there exists a matrix � 2 Rn�n such that

Q AT

A R

� �
I

X

� �
¼ �X

I

� �
�:

Premultiplication of both sides from the above equality with the matrix
0 I

�I 0

� �
yields

then

A R

�Q �AT

� �
I

X

� �
¼ I

X

� �
�:

Or, stated differently, the symmetric solutions X of ARE can be obtained by considering

the invariant subspaces of matrix

H :¼ A R

�Q �AT

� �
: ð2:7:2Þ

Theorem 2.29 gives a precise formulation of this observation.

Theorem 2.29

Let V � R2n be an n-dimensional invariant subspace of H, and let X1;X2 2 Rn�n be two

real matrices such that

V ¼ Im
X1

X2

� �
:
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If X1 is invertible, then X :¼ X2X
�1
1 is a solution to the Riccati equation (2.7.1) and

�ðAþ RXÞ ¼ �ðHjVÞ. Furthermore, the solution X is independent of the specific choice

of the basis of V .

Proof

Since V is an H-invariant subspace, there is a matrix � 2 Rn�n such that

A R

�Q �AT

� �
X1

X2

� �
¼ X1

X2

� �
�:

Post-multiplying the above equation by X�1
1 we get

A R

�Q �AT

� �
I

X

� �
¼ I

X

� �
X1�X

�1
1 : ð2:7:3Þ

Now pre-multiply equation (2.7.3) by �X I½ � to get

�X I½ � A R

�Q �AT

� �
I

X

� �
¼ �X I½ � I

X

� �
X1�X

�1
1 :

Rewriting both sides of this equality

�XA� ATX � XRX � Q ¼ 0;

which shows that X is indeed a solution of equation (2.7.1). Some rewriting of equation

(2.7.3) also gives

Aþ RX ¼ X1�X
�1
1 ;

therefore, �ðAþ RXÞ ¼ �ð�Þ. However, by definition, � is a matrix representation of the

map HjV , so �ðAþ RXÞ ¼ �ðHjVÞ. Next notice that any other basis spanning V can be

represented as

X1

X2

� �
P ¼ X1P

X2P

� �

for some nonsingular P. The final conclusion follows then from the fact that ðX2PÞ
ðX1PÞ�1 ¼ X2X

�1
1 . &

The converse of Theorem 2.29 also holds.

Theorem 2.30

If X 2 Rn�n is a solution to the Riccati equation (2.7.1), then there exist matrices

X1;X2 2 Rn�n, with X1 invertible, such that X ¼ X2X
�1
1 and the columns of

X1

X2

� �
form a

basis of an n-dimensional invariant subspace of H.
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Proof

Define � :¼ Aþ RX. Multiplying this by X and using equation (2.7.1) gives

X� ¼ XAþ XRX ¼ �Q� ATX:

Write these two relations as

A R

�Q �AT

� �
I

X

� �
¼ I

X

� �
�:

Hence, the columns of
I

X

� �
span an n-dimensional invariant subspace of H, and defining

X1 :¼ I, and X2 :¼ X completes the proof. &

Note

Matrix H is called a Hamiltonian matrix. It has a number of nice properties. One of

them is that whenever � 2 �ðHÞ, then also �� 2 �ðHÞ. That is, the spectrum of a

Hamiltonian matrix is symmetric with respect to the imaginary axis. This fact is

easily established by noting that with J :¼ 0 �I

I 0

� �
, H ¼ �JHTJ�1. So, pð�Þ ¼

detðH � �IÞ ¼ detð�JHTJ�1 � �IÞ ¼ detð�JHTJ�1 � �JJ�1Þ ¼ detð�HT � �IÞ ¼ det

ðHT þ �IÞ ¼ detðH þ �IÞ ¼ pð��Þ. &

From Theorems 2.29 and 2.30 it will be clear why the Jordan canonical form is so

important in this context. As we saw in the previous section, the Jordan canonical form of

a matrix H can be used to construct all invariant subspaces of H. So, all solutions of

equation (2.7.1) can be obtained by considering all n-dimensional invariant subspaces

V ¼ Im
X1

X2

� �
of equation (2.7.2), with Xi 2 Rn�n, that have the additional property that

X1 is invertible. A subspace V that satisfies this property is called a graph subspace

(since it can be ‘visualized’ as the graph of the map: x ! X2X
�1
1 x).

Example 2.14

(see also Example 2.3) Let

A ¼ �1 �3

2 4

� �
; R ¼ 2 0

0 1

� �
; and Q ¼ 0 0

0 0

� �
:

Then

H ¼
�1 �3 2 0

2 4 0 1

0 0 1 �2

0 0 3 �4

2
664

3
775:
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The eigenvalues of H are 1; 2;�1;�2; and the corresponding eigenvectors are

v1 ¼
3

�2

0

0

2
664

3
775; v2 ¼

�1

1

0

0

2
664

3
775; v�1 ¼

�13

4

6

6

2
664

3
775 and v�2 ¼

�33

5

24

36

2
664

3
775:

All solutions of the Riccati equation are obtained by combinations of these vectors as

follows.

1. Consider Spanfv1; v2g ¼:
X1

X2

� �
: Then X1 ¼ 3 �1

�2 1

� �
; and X2 ¼ 0 0

0 0

� �
; which

yields

X :¼ X2X
�1
1 ¼ 0 0

0 0

� �
and �ðAþ RXÞ ¼ f1; 2g:

2. Consider Spanfv1; v�1g ¼:
X1

X2

� �
: Then X1 ¼ 3 �13

�2 4

� �
; and X2 ¼ 0 6

0 6

� �
;

which yields

X :¼ X2X
�1
1 ¼ �1

7

6 9

6 9

� �
and �ðAþ RXÞ ¼ f1;�1g:

3. Let Spanfv1; v�2g ¼:
X1

X2

� �
: Then X1 ¼ 3 �33

�2 5

� �
; and X2 ¼ 0 24

0 36

� �
; which

yields

X :¼ X2X
�1
1 ¼ �1

51

48 72

72 108

� �
and �ðAþ RXÞ ¼ f1;�2g:

4. Let Spanfv2; v�1g ¼:
X1

X2

� �
: Then X1 ¼ �1 �13

1 4

� �
; and X2 ¼ 0 6

0 6

� �
; which

yields

X :¼ X2X
�1
1 ¼ �2

3

1 1

1 1

� �
and �ðAþ RXÞ ¼ f2;�1g:

5. Let Spanfv2; v�2g ¼:
X1

X2

� �
: Then X1 ¼ �1 �33

1 5

� �
; and X2 ¼ 0 24

0 36

� �
; which

yields

X :¼ X2X
�1
1 ¼ �1

7

6 6

9 9

� �
and �ðAþ RXÞ ¼ f2;�2g:

6. Let Spanfv�1; v�2g ¼:
X1

X2

� �
: Then X1 ¼ �13 �33

4 5

� �
; and X2 ¼ 6 24

6 36

� �
; which

yields

X :¼ X2X
�1
1 ¼ 1

67

66 �114

�114 �270

� �
and �ðAþ RXÞ ¼ f�1;�2g: &
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A natural question that arises is whether one can make any statements on the number of

solutions of the algebraic Riccati equation (2.7.1). As we already noted, there is a one-to-

one relationship between the number of solutions and the number of graph subspaces of

matrix H. So, this number can be estimated by the number of invariant subspaces of

matrix H. From the Jordan canonical form, Theorem 2.24 and more in particular

Corollary 2.25, we see that if all eigenvalues of matrix H have a geometric multiplicity

of one then H has only a finite number of invariant subspaces. So, in those cases the

algebraic Riccati equation (2.7.1) will have either no, or at the most a finite number, of

solutions. That there indeed exist cases where the equation has an infinite number of

solutions is illustrated in the next example.

Example 2.15

Let

A ¼ R ¼ 1 0

0 1

� �
and Q ¼ 0 0

0 0

� �
:

Then

H ¼
1 0 1 0

0 1 0 1

0 0 �1 0

0 0 0 �1

2
664

3
775:

The eigenvalues of H are f1; 1;�1;�1g and the corresponding eigenvectors are

v11 ¼
1

0

0

0

2
664
3
775; v12 ¼

0

1

0

0

2
664
3
775; v�11 ¼

�1

0

2

0

2
664

3
775 and v�12 ¼

0

�1

0

2

2
664

3
775:

The set of all one-dimensional H-invariant subspaces, from which all other H-invariant

subspaces can be determined, is given by

b1 ¼
1

0

0

0

2
664
3
775; b2 ¼

0

1

0

0

2
664
3
775; b3 ¼

x

y

0

0

2
664
3
775; b4 ¼

�1

0

2

0

2
664

3
775; b5 ¼

0

�1

0

2

2
664

3
775 and b6 ¼

�p

�q

2p

2q

2
664

3
775:

All solutions of the Riccati equation are obtained by combinations of these vectors. This

yields the next solutions X of equation (2.7.1)

1.
0 0

0 0

� �
yielding �ðAþ RXÞ ¼ f1; 1g.

2.
�2 �
0 0

� �
;

�2 0

� 0

� �
;

0 �
0 �2

� �
;

0 0

� �2

� �
; and 2

���
�� ��

��� �

� �
yielding

�ðAþ RXÞ ¼ f�1; 1g.
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3.
�2 0

0 �2

� �
yielding �ðAþ RXÞ ¼ f�1;�1g. &

Up to this point, we have said nothing about the structure of the solutions given by

Theorems 2.29 and 2.30. In Chapters 5 and 6 we will see that only solutions that are

symmetric and for which �ðAþ RXÞ � C� (the so-called stabilizing solutions) will

interest us. From the above example we see that there is only one stabilizing solution and

that this solution is symmetric. This is not a coincidence as the next theorem shows. In

fact the property that there will be at most one stabilizing solution is already indicated by

our Note following Theorem 2.30. For, if matrix H has n different eigenvalues in C�, then
it also has n different eigenvalues in Cþ. So, there can exist at most one appropriate

invariant subspace of H in that case. To prove this observation in a more general context,

we use another well-known lemma.

Lemma 2.31 (Sylvester)6

Consider the Sylvester equation

AX þ XB ¼ C ð2:7:4Þ

where A 2 Rn�n, B 2 Rm�m and C 2 Rn�m are given matrices. Let f�i; i ¼ 1; . . . ; ng be

the eigenvalues (possibly complex) of A and f�j; j ¼ 1; . . . ;mg the eigenvalues (possibly
complex) of B. There exists a unique solution X 2 Rn�m if and only if �iðAÞþ
�jðBÞ 6¼ 0; 8i ¼ 1; . . . ; n and j ¼ 1; . . . ;m.

Proof

First note that equation (2.7.4) is a linear matrix equation. Therefore, by rewriting it as a

set of linear equations one can use the theory of linear equations to obtain the conclusion.

For readers familiar with the Kronecker product and its corresponding notation we will

provide a complete proof. Readers not familiar with this material are referred to the

literature (see, for example, Zhou, Doyle and Glover (1996)). Using the Kronecker

product, equation (2.7.4) can be rewritten as

ðBT � AÞvecðXÞ ¼ vecðCÞ:

This is a linear equation and therefore it has a unique solution if and only if matrix BT � A

is nonsingular; or put anotherway, matrix BT � A has no zero eigenvalues. Since the eigen-

values of BT � A are �iðAÞ þ �jðBTÞ ¼ �iðAÞ þ �jðBÞ, the conclusion follows. &

An immediate consequence of this lemma is the following corollary.

6English mathematician/actuary/lawyer/poet who lived from 1814–1897. He did important work
on matrix theory and was a friend of Cayley.
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Corollary 2.32 (Lyapunov)7

Consider the so-called Lyapunov equation

AX þ XAT ¼ C ð2:7:5Þ

where A;C 2 Rn�n are given matrices. Let f�i; i ¼ 1; . . . ; ng be the eigenvalues

(possibly complex) of A. Then equation (2.7.5) has a unique solution X 2 Rn�n if and

only if �iðAÞ þ �jðAÞ 6¼ 0; 8i; j ¼ 1; . . . ; n. &

Example 2.16

Consider the matrix equation

AX þ XA ¼ C;

where �ðAÞ � C�. This matrix equation has a unique solution for every choice of matrix

C. This is because the sum of any two eigenvalues of matrix A will always be in C� and

thus differ from zero. &

Example 2.17

Consider the matrix equation

A1X þ XA2 ¼ C;

with Ai as in Example 2.3, and C an arbitrarily chosen 2� 2 matrix, that is: A1 ¼
�1 �3

2 4

� �
; and A2 ¼ �6 4

�4 2

� �
: According to Example 2.3 the eigenvalues of A1 are

f1; 2g and A2 has only one eigenvalue f�2g. Therefore, according to Lemma 2.31, there

exist matrices C for which the above equation has no solution and also matrices C for

which the equation has an infinite number of solutions. There exists no matrix C for

which the equation has exactly one solution. &

The next theorem states the important result that if the algebraic Riccati equation (2.7.1)

has a stabilizing solution then it is unique and, moreover, symmetric.

Theorem 2.33

The algebraic Riccati equation (2.7.1) has at most one stabilizing solution. This solution

is symmetric.

7Russian mathematician who lived from 1857–1918. Schoolfriend of Markov and student of
Chebyshev. He did important work on differential equations, potential theory, stability of systems
and probability theory.
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Proof

First, we prove the uniqueness property. To that end assume that X1;X2 are two symmetric

solutions of equation (2.7.1). Then

ATXi þ XiAþ XiRXi þ Q ¼ 0; i ¼ 1; 2:

After subtracting the equations, we find

ATðX1 � X2Þ þ ðX1 � X2ÞAþ X1RX1 � X2RX2 ¼ 0:

Using the symmetry of matrix X1 this equation can be rewritten as

ðAþ RX1ÞTðX1 � X2Þ þ ðX1 � X2ÞðAþ RX2ÞT ¼ 0: ð2:7:6Þ

The above equation is a Sylvester equation. Since by assumption both Aþ RX1 and

Aþ RX2 have all their eigenvalues in C�, Aþ RX1 and �ðAþ RX2Þ have no eigenvalues

in common. Thus, it follows from Lemma 2.31 that the above equation (2.7.6) has a

unique solution X1 � X2. Obviously, X1 � X2 ¼ 0 satisfies the equation. So X1 ¼ X2,

which proves the uniqueness result.

Next, we show that if equation (2.7.1) has a stabilizing solution X, then this solution

will be symmetric. To that end we first note that, with the definition of J and H as before,

the matrix JH defined by

JH :¼ 0 �I

I 0

� �
H ¼ Q AT

A R

� �

is a symmetric matrix.

Now, let X solve the Riccati equation. Then, according Theorem 2.30, X ¼ X2X
�1
1 ,

where

H
X1

X2

� �
¼ X1

X2

� �
�; with �ð�Þ � C� and X1 invertible:

This implies that

XT
1 XT

2

� 	
JH

X1

X2

� �
¼ XT

1 XT
2

� 	
J

X1

X2

� �
�:

Since the left-hand side of this equation is symmetric, we conclude that the right-hand

side of this equation has to satisfy

ðXT
2 X1 � XT

1 X2Þ� ¼ �TðXT
1 X2 � XT

2 X1Þ:

Or, stated differently,

ðXT
2 X1 � XT

1 X2Þ�þ �TðXT
2 X1 � XT

1 X2Þ ¼ 0:
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This is a Lyapunov equation. Since, by assumption, the eigenvalues of � � C� it is

obvious from Corollary 2.32 that this equation has a unique solution XT
2 X1 � XT

1 X2.

Obviously, 0 satisfies the equation. Hence, XT
1 X2 ¼ XT

2 X1. But, then

X ¼ X2X
�1
1

¼ X�T
1 XT

1 X2X
�1
1

¼ X�T
1 XT

2 X1X
�1
1

¼ X�T
1 XT

2

¼ XT : &

Apart from the fact that the stabilizing solution, Xs, of the algebraic Riccati equation (if it

exists) is characterized by its uniqueness, there is another characteristic property. It is the

maximal solution of equation (2.7.1). That is, every other solution X of equation (2.7.1)

satisfies X � Xs. Notice that maximal (and minimal) solutions are unique if they exist.

To prove this property we first show a lemma whose proof uses the concept of the

exponential of a matrix. The reader not familiar with this, can think of eAt like the scalar

exponential function eat. A formal treatment of this notion is given in section 3.1.

Lemma 2.34

If Q � 0 and A is stable, the Lyapunov equation

AX þ XAT ¼ Q ð2:7:7Þ
has a unique semi-positive definite solution X.

Proof

Since A is stable we immediately infer from Corollary 2.32 that equation (2.7.7) has a

unique solution X. To show that X 
 0, consider VðtÞ :¼ d
dt
ðeAT tXeAtÞ. Using the product

rule of differentiation and the fact that deAt

dt
¼ AeAt ¼ eAtA (see section 3.1), we have

VðtÞ ¼ eA
T tðATX þ XAÞeAt ¼ eA

T tQeAt: ð2:7:8Þ
Since A is stable eAt converges to zero if t becomes arbitrarily large (see section 3.1

again). Consequently, since eA:0 ¼ I, and the operation of integration and differentiation

‘cancel out’ we obtain on the one hand thatð1
0

VðtÞdt ¼ 0� X; ð2:7:9Þ

and on the other hand, using equation (2.7.8), thatð1
0

VðtÞdt ¼
ð1
0

eA
T tQeAtdt � 0: ð2:7:10Þ

Combining equations (2.7.9) and (2.7.10) yields then that X 
 0. &
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Proposition 2.35

If the algebraic Riccati equation (2.7.1) has a stabilizing solution Xs and X is another

solution of equation (2.7.1), then X � Xs.

Proof

Since both Xs and X satisfy equation (2.7.1)

ðA� SXsÞTðXs � XÞ þ ðXs � XÞðA� SXsÞ ¼
�ATX � XAþ ðATXs þ XsA� XsSXsÞ � XsSXs þ XsSX þ XSXs ¼

�XSXs � XsSXs þ XsSX þ XSXs ¼
�ðX � XsÞSðX � XsÞ � 0:

Since, by assumption, A� SXs is stable Lemma 2.34 gives that Xs � X 
 0. &

This maximality property has also led to iterative procedures to compute the stabilizing

solution (see, for example, Zhou, Doyle and Glover (1996).

Next we provide a necessary condition on the spectrum of H from which one can

conclude that the algebraic Riccati equation has a stabilizing solution. Lancaster and

Rodman (1995) have shown that this condition together with a condition on the

associated so-called matrix sign function are both necessary and sufficient to conclude

that equation (2.7.1) has a real, symmetric, stabilizing solution.

Theorem 2.36

The algebraic Riccati equation (2.7.1) has a stabilizing solution only if H has no

eigenvalues on the imaginary axis.

Proof

Let X be the stabilizing solution of equation (2.7.1). Simple manipulations, using

equation (2.7.1), yield

I 0

�X I

� �
H

I 0

X I

� �
¼ Aþ RX R

0 �ðAþ RXÞT
� �

:

As
I 0

�X I

� ��1

¼ I 0

X I

� �
; we conclude from the above identity that

�ðHÞ ¼ �ðAþ RXÞ [ �ð�ðAþ RXÞÞ:

Since X is a stabilizing solution, �ðAþ RXÞ is contained in C� and �ð�ðAþ RXÞÞ in Cþ.
Hence, H does not have eigenvalues on the imaginary axis. &

The next example illustrates that the above mentioned condition on the spectrum of

matrix H in general is not enough to conclude that the algebraic Riccati equation will

have a solution.
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Example 2.18

Let A ¼ �1 0

0 1

� �
; R ¼ 1 0

0 0

� �
and Q ¼ 0 0

0 0

� �
: Then it is readily verified that the

eigenvalues of H are f�1; 1g. A basis for the corresponding eigenspaces are

b1 ¼
1

0

0

0

2
664
3
775; b2 ¼

0

0

0

1

2
664
3
775; and b3 ¼

0

1

0

0

2
664
3
775; b4 ¼

1

0

2

0

2
664
3
775; respectively:

Consequently, H has no graph subspace associated with the eigenvalues f�1;�1g. &

We conclude this section by providing a sufficient condition under which the algebraic

Riccati equation (2.7.1) has a stabilizing solution. The next theorem shows that the

converse of Theorem 2.36 also holds, under some additional assumptions on matrix R.

One of these assumptions is that the matrix pair ðA;RÞ should be stabilizable. A more

detailed treatment of this notion is given in section 3.5. For the moment it is enough to

bear in mind that the pair ðA;RÞ is called stabilizable if it is possible to steer any initial

state x0 of the system

_xxðtÞ ¼ AxðtÞ þ RuðtÞ; xð0Þ ¼ x0;

towards zero using an appropriate control function uð:Þ. The proof of this theorem can be

found in the Appendix to this chapter.

Theorem 2.37

Assume that ðA;RÞ is stabilizable and R is positive semi-definite. Then the algebraic

Riccati equation (2.7.1) has a stabilizing solution if and only if H has no eigenvalues on

the imaginary axis. &

2.8 Notes and references

Good references for a book with more details on linear algebra (and in particular section

2.5) is Lancaster and Tismenetsky (1985) and Horn and Johnson (1985).

For section 2.7 the book by Zhou, Doyle and Glover (1996) in particular chapters 2 and

13, has been consulted. For a general treatment (that is without the positive definiteness

assumption) of solutions of algebraic Riccati equations an appropriate reference is the

book by Lancaster and Rodman (1995). Matrix H in equation (2.7.2) has a special

structure which is known in literature as a Hamiltonian structure. Due to this structure, in

particular the eigenvalues and eigenvectors of this matrix have some nice properties.

Details on this can be found, for example, in chapter 7 of Lancaster and Rodman (1995).

A geometric classification of all solutions can also be found in Kuc̆era (1991). The

eigenvector solution method for finding the solutions of the algebraic Riccati equation

was popularized in the optimal control literature by MacFarlane (1963) and Potter (1966).

Methods and references on how to evercome numerical difficulties with this approach can

be found, for example, in Laub (1991). Another numerical approach to calculate the
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stabilizing solution of the algebraic Riccati equation is based on the Newton – Raphson

method. This gives rise to an iterative procedure to calculate this solution and has first

been formalized by Kleinman (1968).

2.9 Exercises

1. Consider

v1 ¼
1

2

3

2
4
3
5; v2 ¼

3

2

1

2
4
3
5; v3 ¼

1

1

1

2
4
3
5 and v4 ¼

�1

0

1

2
4

3
5:

(a) Show that fv1; v2g are linearly independent.

(b) Show that fv1; v2; v3g are linearly dependent.

(c) Does a set of vectors vi exist such that they constitute a basis for R3?

(d) Determine Spanfv2; v3; v4g. What is the dimension of the subspace spanned by

these vectors?

(e) Determine the length of vector v3.

(f) Determine all vectors in R3 that are perpendicular to v4.

2. Consider

S :¼ Span

1

0

1

0

2
664
3
775;

0

0

1

1

2
664
3
775;

1

1

1

0

2
664
3
775

8>><
>>:

9>>=
>>;:

(a) Use the orthogonalization procedure of Gram–Schmidt to find an orthonormal

basis for S.

(b) Find a basis for S?.
3. Consider

A ¼
1 0 1

1 1 2

1 �1 0

0 1 1

2
664

3
775:

(a) Determine Ker A and Im A.

(b) Determine rank(A), dim(Ker A) and dim((Ker AÞ?).
(c) Determine all b 2 R4 for which Ax ¼ b has a solution x.

(d) If the equation Ax ¼ b in item (c) has a solution x, what can you say about the

number of solutions?

4. Let A 2 Rn�m and S be a linear subspace. Show that the following sets are linear

subspaces too.

(a) S?;
(b) Ker A;

(c) Im A.
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5. Consider the system

_xxðtÞ ¼ AxðtÞ; xð0Þ ¼ x0

yðtÞ ¼ CxðtÞ;
where xð:Þ 2 Rn and yð:Þ 2 Rm. Denote by yðt; x0Þ the value of y at time t induced by

the initial state x0. Consider for a fixed t1 the set

Vðt1Þ :¼ fx0jyðt; x0Þ ¼ 0; t 2 ½0; t1�g:

Show that Vðt1Þ is a linear subspace (see also Theorem 3.2).

6. Use Cramer’s rule to determine the inverse of matrix

A ¼
1 0 1

0 1 0

1 �1 0

2
4

3
5:

7. Consider

vT1 ¼ 1; 2; 3; 0; �1; 4½ � and vT2 ¼ 1; �1; 1; 3; 4; 1½ �:

Let A :¼ v1v
T
2 .

(a) Determine trace(13 	 A).
(b) Determine trace(2 	 Aþ 3 	 I).
(c) Determine trace(A 	 AT ).

8. Determine for each of the following matrices

A ¼ 1 1

0 2

� �
; B ¼ 2 0

1 2

� �
; C ¼ 1 1

1 1

� �
; D ¼

1 0 0

0 1 0

1 1 2

2
4

3
5;

(a) the characteristic polynomial,

(b) the eigenvalues,

(c) the eigenspaces,

(d) for every eigenvalue both its geometric and algebraic multiplicity,

(e) for every eigenvalue its generalized eigenspace.

9. Assume that A ¼ SBS�1. Show that matrix A and B have the same eigenvalues.

10. Let A2 TRuxu

(a) Show that for any p 
 1, NðApÞ � NðApþ1Þ.
(b) Show that whenever NðAkÞ ¼ NðAkþ1Þ for some k 
 1 also NðApÞ ¼ NðApþ1Þ,

for every p 
 k.

(c) Show that NðApÞ ¼ NðAnÞ, for every p 
 n.

11. Determine for the following complex numbers

z1 ¼ 1þ 2i; z2 ¼ 2� i; and z3 ¼ �1� 2i;

�zzi; k zi k; and 1
zi
, respectively. Plot all these numbers on one graph in the complex

plane.
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12. Show that for any complex numbers z1 and z2

(a) z1 þ z2 ¼ �zz1 þ �zz2,

(b) z1z2 ¼ �zz1�zz2 and z1=z2 ¼ �zz1=�zz2,

(c) ��zz�zz1 ¼ z1:

13. Show that for any complex vector z 2 Cnjzj ¼ ffiffiffiffiffiffiffi
zT�zz

p
.

14. (a) Show that for any complex matrix Z ¼
z1

..

.

zn

2
64

3
75; where zi ¼ ½zi1; . . . ; zin�;

i ¼ 1; . . . ; nþ 1;

det

z1 þ �znþ1

z2

..

.

zn

2
6664

3
7775 ¼ detZ þ �det

znþ1

z2

..

.

zn

2
6664

3
7775:

(b) Consider in (a) a matrix Z for which z1 ¼ z2. Show that det Z ¼ 0.

(c) Show, using (a) and (b), that if matrix Z1 is obtained from matrix Z by adding

some multiple of the second row of matrix Z to its first row, detZ1 ¼ detZ.

(d) Show, using (a), that if the first row of matrix Z is a zero row, detZ ¼ 0.

15. Let w :¼ detðAþ iBÞ; where A; B 2 Rn�n. Show that detðA� iBÞ ¼ �ww. (Hint:

consider Aþ iB; the result follows then directly by a simple induction proof using

the definition of a determinant and Theorem 2.13.)

16. Starting from the assumption that the results shown in Exercise 14 also hold when we

consider an arbitrary row of matrix Z, show that

det
A C

0 D

� �� �
¼ detðAÞdetðDÞ:

17. Determine for each of the following matrices

A ¼ 0 1

�1 0

� �
; B ¼ 1 1

�1 1

� �
; C ¼

1 �1 0

1 1 0

1 1 �1

2
4

3
5; and D ¼

1 �1 1 0

1 3 0 1

0 0 1 �1

0 0 2 3

2
664

3
775;

(a) the characteristic polynomial,

(b) the (complex) eigenvalues,

(c) the (complex) eigenspaces,

(d) for every eigenvalue both its geometric and algebraic multiplicity,

(e) for every eigenvalue its generalized eigenspace.

18. Show that kerA and ImA are A-invariant subspaces.
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19. Consider

A ¼
0 �2 0

1 2 0

1 2 1

2
4

3
5:

(a) Show that the characteristic polynomial of A is pð�Þ ¼ ��3 þ 3�2 � 4�þ 2.

(b) Show that �A3 þ 3A2 � 4Aþ 2I ¼ 0.

(c) Show that pð�Þ ¼ ð1� �Þð�2 � 2�þ 2Þ.
(d) Determine N1 :¼ KerðI � A) and N2 :¼ KerðA2 � 2Aþ 2I).

(e) Show that N1 \ N2 ¼ f0g:
(f) Show that any set of basis vectors for N1 and N2, respectively, form together a

basis for R3.

20. Consider the matrices

A ¼
2 1 �1

0 2 0

0 0 1

2
4

3
5 and B ¼

3 0 0

1 3 0

0 0 3

2
4

3
5:

(a) Determine the (generalized) eigenvectors of matrix A and B.

(b) Determine the Jordan canonical form of matrix A and B.

21. Determine the Jordan canonical form of the following matrices

A ¼ 0 2

�1 3

� �
; B ¼ 0 1

�1 �2

� �
; C ¼ 3 1

�2 1

� �
:

22. Determine the Jordan canonical form of the matrices

A ¼
0 0 �1

0 2 0

�1 0 0

2
64

3
75; B ¼

�1 0 0

�1 1 1

0 0 �1

2
64

3
75; C ¼

2 �1 0

0 0 �1

�1 1 1

2
64

3
75;

D ¼
2 �2 2

0 2 0

�1 2 0

2
64

3
75:

23. Determine for each matrix in Exercise 22 all its invariant subspaces.

24. Factorize the matrices below as UTDU, where U is an orthonormal matrix and D a

diagonal matrix.

A ¼ 3 4

4 �3

� �
;B ¼

0 0 �1

0 2 0

�1 0 0

2
4

3
5 C ¼

5 2 1

2 2 �2

1 �2 5

2
4

3
5:

25. Let A be a symmetric matrix. Show that A > 0 ð
 0Þ if all eigenvalues �i of A satisfy

�i > 0 ð
 0Þ.

58 Linear algebra



26. Verify which matrices in Exercise 24 are positive definite and positive semi-definite,

respectively.

27. Determine all the solutions of the following algebraic Riccati equations. Moreover,

determine for every solution �ðAþ RXÞ.

(a)
1 1

0 1

� �T
X þ X

1 1

0 1

� �
þ X

1 0

0 0

� �
X þ 0 0

0 1

� �
¼ 0:

(b)
0 2

�1 3

� �T
X þ X

0 2

�1 3

� �
þ X

1 0

0 1

� �
X ¼ 0:

28. Verify whether the following matrix equations have a unique solution.

(a)
1 1

0 �3

� �
X þ X

1 2

0 2

� �
¼ 1 2

2 3

� �
:

(b)
1 2

0 2

� �
X þ X

�1 0

2 3

� �
¼ 1 2

2 3

� �
:

(c)
1 1

�1 1

� �
X þ X

�4 5

�2 2

� �
¼ 1 2

2 3

� �
:

29. Determine all solutions of the matrix equation

1 0

0 2

� �
X þ X

�1 0

0 3

� �
¼ C;

where C ¼ 1 2

2 3

� �
and C ¼ 0 4

3 10

� �
, respectively. Can you find a matrix C for

which the above equation has a unique solution?

2.10 Appendix

Proof of Lemma 2.19

We distinguish three cases: (1) i; j 2 f1; . . . ; kg; (2) i 2 f1; . . . ; kg and j 2 fk þ 1; . . . ; rg;
and (3) i; j 2 fk þ 1; . . . ; rg. The proofs for all three cases are more or less the same (this

is not surprising, because if we could have allowed for more advanced complex arithmetic

all the cases could have been dealt with as one case).

(1) Assume without loss of generality y 2 ker p1ðAÞ. Then there exists an index 1 �
m � n1 such that y 2 kerðA� �1IÞm but y =2 kerðA� �1IÞm�1

where, by definition,

ðA� �1IÞ0 :¼ I (see Exercises). Then for an arbitrary index i 
 1

ðA� �1IÞm�1ðA� �2IÞiy ¼ ðA� �1IÞm�1ðA� �1I þ ð�1 � �2ÞIÞiy

¼ ðA� �1IÞm�1
Xi
j¼0

i

j

� �
ð�1 � �2Þi�jðA� �1IÞj

( )
y

¼ ð�1 � �2ÞiðA� �1IÞm�1
y

6¼ 0:
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Consequently ðA� �2IÞiy must differ from zero. So, y =2 kerðA� �2IÞi, and thus in

particular y =2 ker p2ðAÞ:
(2) Using the same notation as in (1) now

ðA� �1IÞm�1ðA2 þ bkþ1Aþ ckþ1IÞiy ¼ ðA� �1IÞm�1ððA� �1IÞ2 þ ð2�1 þ bkþ1ÞðA� �1IÞþ
ð�2

1 þ bkþ1�1 þ ckþ1ÞIÞiy
¼ ðð�2

1 þ bkþ1�1 þ ckþ1ÞIÞiðA� �1IÞm�1
y

6¼ 0;

from which in a similar way the conclusion results.

(3) Again assume that m is such that y 2 kerðA2 þ bkþ1Aþ ckþ1IÞm and y =2 kerðA2þ
bkþ1Aþ ckþ1IÞm�1

. Moreover, assume y 2 kerðA2 þ bkþ2Aþ ckþ2IÞi: Then

0 ¼ ðA2 þ bkþ1Aþ ckþ1IÞm�1ðA2 þ bkþ2Aþ ckþ2IÞiy
¼ ðA2 þ bkþ1Aþ ckþ1IÞm�1ðA2 þ bkþ1Aþ ckþ1I þ ðbkþ2 � bkþ1ÞAþ ðckþ2 � ckþ1ÞIÞiy
¼ ðA2 þ bkþ1Aþ ckþ1IÞm�1ððbkþ2 � bkþ1ÞAþ ðckþ2 � ckþ1ÞIÞiy
¼ ððbkþ2 � bkþ1ÞAþ ðckþ2 � ckþ1ÞIÞiðA2 þ bkþ1Aþ ckþ1IÞm�1

y:

So, v :¼ ðA2 þ bkþ1Aþ ckþ1IÞm�1
y 2 ker ðbkþ2 � bkþ1ÞAþ ðckþ2 � ckþ1ÞIð Þi.

Next assume that bkþ2 ¼ bkþ1 and thus ckþ2 6¼ ckþ1 (otherwise pkþ1ð�Þ ¼ pkþ2ð�Þ
holds). Then ker ðbkþ2 � bkþ1ÞAþ ðckþ2 � ckþ1ÞIð Þi¼ 0. So in that case v ¼ 0 and

y 2 kerðA2 þ bkþ1Aþ ckþ1IÞm�1
which contradicts our assumption on y. So bkþ2 6¼

bkþ1, and we conclude that v 2 kerðAþ ckþ2�ckþ1

bkþ2�bkþ1
IÞ (i).

On the other hand we have

0 ¼ ðA2 þ bkþ1Aþ ckþ1IÞm�1ðA2 þ bkþ2Aþ ckþ2IÞiy
¼ ðA2 þ bkþ2Aþ ckþ2IÞiðA2 þ bkþ1Aþ ckþ1IÞm�1

y:

Therefore, also v 2 kerðA2 þ bkþ2Aþ ckþ2IÞi (ii).
However, according to (2) (i) and (ii) cannot both occur simultaneously, from which

the assertion now readily follows. &

Proof of Theorem 2.37

From Theorem 2.36 we conclude the necessity of the condition. So what is left to be

shown is that if H has no eigenvalues on the imaginary axis, equation (2.7.1) has a

stabilizing solution.

From the Note following Theorem 2.30 it is clear that, since H has no eigenvalues on

the imaginary axis, H has an n-dimensional stable invariant subspace. That is, there exists

a matrix �, with �ð�Þ � C�, and a full column rank matrix

V ¼ Im
X1

X2

� �
;
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such that

A R

�Q �AT

� �
X1

X2

� �
¼ X1

X2

� �
�: ð2:10:1Þ

As was shown in the proof of Theorem 2.33, we have under these conditions that

XT
2 X1 ¼ XT

1 X2: ð2:10:2Þ

Then, according to Theorem 2.29, X :¼ X2X
�1
1 is the unique stabilizing solution of

equation (2.7.1) provided X1 is invertible. So, what is left to be shown is that from our

assumptions on R it follows that X1 is invertible. To that end we first show that if matrix

W is a full column rank matrix, such that ImW :¼ kerX1, then there exists a square

matrix P such that

�W ¼ WP: ð2:10:3Þ

For that purpose consider the first n equations of equation (2.10.1). That is,

AX1 þ RX2 ¼ X1�: ð2:10:4Þ

Pre- and post-multiplying this equation (2.10.4) by WTXT
2 and W , respectively, yields

WTXT
2 AX1W þWTXT

2 RX2W ¼ WTXT
2 X1�W :

From X1W ¼ 0 and equation (2.10.2) it follows then that WTXT
2 RX2W ¼ 0. Since R is

semi-positive definite we conclude that

RX2W ¼ 0: ð2:10:5Þ

Using this it follows by post-multiplying equation (2.10.4) with W that X1�W ¼ 0. Or,

stated differently, Im�W � kerX1. Obviously, this can be rephrased as in equation

(2.10.3).

Now, let � be an eigenvalue of P and y a corresponding eigenvector. Then, from

equation (2.10.3),

�Wy ¼ �Wy: ð2:10:6Þ

That is, � is an eigenvalue of � and Wy a corresponding eigenvector. Since � is a stable

matrix, we conclude that � 2 C�. Next consider the second n-equations of equation

(2.10.1)

�QX1 � ATX2 ¼ X2�:

Post-multiplying this equation by Wy gives

�QX1Wy� ATX2Wy ¼ X2�Wy:
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Using equation (2.10.6) and the fact that X1W ¼ 0, we infer from this equation that

ðAT þ �IÞX2Wy ¼ 0: ð2:10:7Þ

Since
X1

X2

� �
is a full column rank matrix, and

X1

X2

� �
Wy ¼ 0

X2Wy

� �
; it follows that

X2Wy 6¼ 0 if Wy 6¼ 0. So, from equations (2.10.5) and (2.10.7) we conclude that if kerX1

is nonempty, then there exists a vector X2Wy 6¼ 0 and a � 2 C� such that

ðAT þ �IÞX2Wy ¼ 0 and RX2Wy ¼ 0:

However, this implies that the equation

AT � �I
R

� �
X2Wy ¼ 0

holds for some � 2 Cþ and X2Wy 6¼ 0. That is, the matrix

½A� �I R�

does not have a full row rank for some � 2 Cþ. But this implies, according to

Theorem 3.20, that the matrix pair ðA;RÞ is not stabilizable, which contradicts our

assumption. So, our assumption that kerX1 6¼ 0 must be wrong. &
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3

Dynamical systems

A linear quadratic differential game studies situations involving two or more decision

makers (individuals, organizations or governments). Decision makers are called the

players in the game. These players often have partly conflicting interests and make

individual or collective decisions. In a linear differential game the basic assumption is

that all players can influence a number of variables which are crucial in realizing their

goals and that these variables change over time due to external (natural) forces. These

variables are called the state variables of the system. It is assumed that the movement over

time of these state variables can be described by a set of linear differential equations in

which the direct impact of the players’ actions is in an additive linear way. Consequently,

the extent to which the players succeed in realizing their goals depends on the actions of

the other players. Obviously, if one player has information on the action that another

player will take, he can incorporate this information into the decision making about his

own action. Therefore, information plays a crucial role in the design of optimal actions

for the players. So, summarizing, to analyze linear quadratic differential games one first

has to introduce systems of differential equations, performance criteria and information

sets.

This provides the framework for this chapter. First, to become more familiar with

dynamical systems, linear systems are introduced. As already mentioned above, basically

these systems are assumed to describe the motion of the game over time. Some results on

the existence of trajectories satisfying the associated set of differential equations are

outlined.

The optimal behavior of the involved players will be formalized mainly in terms of the

optimization of a quadratic performance criterion. The associated optimization problems

give rise to the analysis of sets of nonlinear differential equations. It is a well-known

result that not every set of differential equations has a unique solution. Therefore, this

issue is dealt with in a separate section. In particular the consequences of this observation

for our situation, where players are free to manipulate the state dynamics, are discussed.

The analysis of sets of nonlinear differential equations is a delicate matter. Usually one

starts this analysis by a study of the local behavior of trajectories near so-called

LQ Dynamic Optimization and Differential Games J. Engwerda
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equilibrium points of this set. This is the subject covered in section 3.3. An algorithm on

how to proceed in case the set consists of just two differential equations is provided in

section 3.4. To understand the potential evolution of linear systems a geometric point of

view is very helpful. For that reason in section 3.5 the notions of controllability,

observability, stabilizability and detectability are defined and various algebraic and

geometric characterizations of these notions are summarized.

At the end of this chapter the standard framework of the control problem is discussed

and this will be analysed throughout the book. In particular it is shown how various

problem settings can be reformulated into this framework and some illustrative examples

are presented. As already indicated above, the information players have on the game

crucially affects the outcome of the game. Therefore, this chapter concludes with a

discussion about the presumed information the players have on the game.

3.1 Description of linear dynamical systems

Let a finite dimensional linear time invariant dynamical system be described by the

following set of constant coefficient differential equations:

_xxðtÞ ¼ AxðtÞ þ B1u1ðtÞ þ B2u2ðtÞ þ � � � þ BNuNðtÞ; xðt0Þ ¼ x0: ð3:1:1Þ

Here xðtÞ 2 Rn is called the system state, x0 the initial condition of the system,

uiðtÞ 2 Rmi contains the mi control input variables that are chosen by player i,

i ¼ 1; 2; � � � ;N, and N indicates the number of players. The A and Bi are appropriately

dimensioned real constant matrices. We assume that the state of the system coincides with

the output of the system. That is, we assume that all players observe the complete state of

the system. In case each player controls a single variable ðmi ¼ 1; i ¼ 1; � � � ;NÞ and the

state is scalar too the system is called a single-input single-output system, or a scalar

system.

Stating an equation in the form (3.1.1) raises the question whether solutions exist to

such a differential equation. In fact, this question is far from trivial and in general

negative. Fortunately, however, for a large class of input functions uið:Þ a unique solution
to equation (3.1.1) does exist. This is the case if all input functions uið:Þ are, for example,

continuous. The rest of this section will be used to justify (or at least to argue the

plausibility of) this claim. The result presented here has a global character. That is, we

will show that on the whole real line the equation (3.1.1) has a unique solution if, for

example, the uið:Þ functions are continuous. In the next section we will consider

nonlinear systems of differential equations. Nonlinear differential equations will appear

later on, for example in finding Nash equilibria when the planning horizon is finite. We

shall state general conditions under which a set of nonlinear differential equations has a

unique solution. However, these are local conditions. That is, from these conditions one

can only conclude that there will exist a unique solution in some open interval around t0.

So, under those conditions all one knows is that a solution will exist for the differential

equations for some limited time period.

Before considering the differential equation (3.1.1) we first treat a special case, that is

_xxðtÞ ¼ AxðtÞ; xðt0Þ ¼ x0: ð3:1:2Þ
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Definition 3.1

Let A 2 Rn�n and t 2 R be fixed. Then the exponential eAt is defined as

eAt :¼
X1
k¼0

Aktk

k!
;

where k! ¼ kðk � 1Þ � � � 1, with 0! ¼ 1. &

Without giving a formal proof notice that for a fixed t1, the above series is absolutely and

uniformly convergent for all t 2 ½t0; t1� (due to the term k! in the denominator, see Perko

(2001)). So, eAt is well-defined. Next, it will be shown that the initial value problem

(3.1.2) has the unique solution for all t 2 R

xðtÞ ¼ eAtx0: ð3:1:3Þ
Notice the similarity in the form of the above solution (3.1.3) and the solution

xðtÞ ¼ eatx0 of the elementary first-order differential equation _xx ¼ ax with initial condi-

tion xðt0Þ ¼ x0. Skipping a formal proof again (see again Perko (2001) for details) it

follows that

d

dt
eAt ¼ d

dt
I þ At

1!
þ A2t2

2!
þ A3t3

3!
þ � � �

� �

¼ 0þ Aþ 2A2t

2!
þ 3A3t2

3!
þ � � �

¼ A
X1
k¼0

Aktk

k!

 !

¼ AeAt:

Lemma 3.1

Let A 2 Rn�n. Then

d

dt
eAt ¼ AeAt: &

This result leads then to the next fundamental uniqueness and existence result for the

differential equation (3.1.2).

Theorem 3.2

Let A 2 Rn�n. Then for a given x0 2 Rn, the initial value problem

_xx ¼ Ax; xðt0Þ ¼ x0

has a unique solution given by xðtÞ ¼ eAtx0.
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Proof

Using Lemma 3.1 it follows by straightforward substitution that xðtÞ ¼ eAtx0 satisfies the

initial value problem. To see that it is the unique solution, assume that there is another

solution yðtÞ that satisfies the initial value problem. Next, consider

zðtÞ :¼ e�AtyðtÞ:

Then, using the product rule of differentiation and Lemma 3.1,

d

dt
zðtÞ ¼ de�At

dt
yðtÞ þ e�At dyðtÞ

dt

¼ �Ae�AtyðtÞ þ e�AtðAyðtÞÞ
¼ 0:

From the definition of e�At it follows straightforwardly that e�AtA ¼ Ae�At (that is the

matrices e�At and A commute). So, d
dt
zðtÞ ¼ 0 and, consequently, zðtÞ must be constant.

By taking t ¼ 0 in the definition of zðtÞ we see that zðtÞ ¼ yð0Þ. It is easily verified (from

Definition 3.1 again) that whenever two matrices A and B commute, then eAþB ¼ eAeB. In

particular it follows from this that the inverse of matrix eA is e�A. Therefore yðtÞ ¼
eAtzðtÞ ¼ eAtyð0Þ; but since yð0Þ ¼ x0, we conclude that yðtÞ and xðtÞ coincide. &

Example 3.1

1. Let A1 ¼ � 0

0 �

� �
: Recalling the power series expansion of ex ¼ 1þ xþ x2

2! þ x3

3! þ � � �,

it follows straightforwardly from the definition of eA that eA1t ¼ e�t 0

0 e�t

� �
. So, the

unique solution of equation (3.1.2) is xðtÞ ¼ e�t 0

0 e�t

� �
x0.

2. Let A2 ¼
� 1 0

0 � 1

0 0 �

2
4

3
5. Again straightforward calculation shows that eA2t ¼

e�t
1 t t2

2!
0 1 t

0 0 1

2
4

3
5. From this one immediately obtains the solution of equation (3.1.2).

3. Let A3 ¼ a b

�b a

� �
. Then, eA3t ¼ eat

cosðbtÞ sinðbtÞ
� sinðbtÞ cosðbtÞ
� �

. This can be directly

verified by comparing the entries obtained in the calculation of eA3t with the power

series expansion of sinðxÞ ¼ x
1! � x3

3! þ x5

5! � x7

7! þ � � � and of cosðxÞ ¼ 1� x2

2! þ x4

4! � x6

6!þ
x8

8! � � � �. Again, then the solution of equation (3.1.2) is obvious. &

In fact the cases considered in the above example are representative of the solution of

equation (3.1.2) in general. To show this we will use the Jordan canonical form of matrix

A. As a preliminary, we have the following lemma.
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Lemma 3.3

Let A ¼ S diagfJigS�1. Then

eAt ¼ S diagfeJitgS�1:

Proof

Consider the Definition 3.1 of eAt. From this

eAt ¼
X1
k¼0

Aktk

k!
¼
X1
k¼0

ðS diagfJigS�1Þktk
k!

¼
X1
k¼0

SðdiagfJigÞktkS�1

k!

¼ S
X1
k¼0

ðdiagfJigÞktk
k!

" #
S�1 ¼ S diagfeJitgS�1: &

Theorem 3.4

Let A ¼ S diagfJ1; J2; � � � ; JkgS�1, where Ji has either one of the Jordan canonical forms

JR, JRE, JC or JCE. Then,

eAt ¼ S diagfeJ1t; eJ2t; � � � ; eJktgS�1;

where eJit has one of the following forms:

ðiÞ eJRt ¼ e�i t

1

1

. .
.

1

1

2
6666664

3
7777775
; ðiiÞ eJREt ¼ e�i t

1 t t2

2!
tni�1

ðni�1Þ!

1 . .
.

tni�2

ðni�2Þ!

. .
. . .

.

1 t

1

2
6666666664

3
7777777775
;

ðiiiÞ eJCt ¼ eat

Ri

Ri

. .
.

Ri

Ri

2
66666664

3
77777775
; ðivÞ eJCEt ¼ eat

R Rt R t2

2! R tni�1

ðni�1Þ!

R . .
.

R tni�2

ðni�2Þ!

. .
. . .

.

R Rt

R

2
6666666664

3
7777777775
:

Here the matrices JR, JRE, JC and JCE are as denoted in Theorem 2.24, on Jordan’s

canonical form, and matrix R is the rotation matrix
cosðbtÞ sinðbtÞ
� sinðbtÞ cosðbtÞ
� �

.
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Proof

Straightforward calculations show that the exponential of the Jordan canonical matrix

forms JR, JRE, JC and JCE is as stated above, respectively. The final result follows then

directly from Lemma 3.3.

Example 3.2

Let A1 ¼
8 7 �13

1 �1 2

7 4 �9

2
4

3
5. The characteristic polynomial of A is ��3 � 2�2 � 5�þ 26,

which can be factorized as �ð�� 2Þð�2 þ 4�þ 13Þ. So, A has a real eigenvalue 2 and the

complex eigenvalues �2� 3i. An eigenvector corresponding to 2 is

1

1

1

2
4
3
5 and an

eigenvector corresponding to �2þ 3i is

1þ i

�i

1

2
4

3
5. Therefore, with S ¼

1 1 1

1 0 �1

1 1 0

2
4

3
5,

the solution xðtÞ of the differential equation _xx ¼ Ax; xð0Þ ¼ x0, is

xðtÞ ¼ S
e2t 0 0

0 e�2t cosð3tÞ e�2t sinð3tÞ
0 �e�2t sinð3tÞ e�2t cosð3tÞ

2
4

3
5S�1x0: &

Next, consider the nonhomogeneous linear differential equation

_xxðtÞ ¼ AxðtÞ þ bðtÞ; xðt0Þ ¼ x0; ð3:1:4Þ

where bðtÞ is a continuous vector valued function. The next theorem provides its solution.

Theorem 3.5

The unique solution of the nonhomogeneous linear differential equation (3.1.4) is given

by

xðtÞ ¼ eAðt�t0Þx0 þ eAt
ðt
t0

e�A�bð�Þd�: ð3:1:5Þ

Proof

Since bðtÞ is continuous, the function xðtÞ defined above is differentiable everywhere

and

d

dt
xðtÞ ¼ AeAðt�t0Þx0 þ AeAt

ðt
t0

e�A�bð�Þd� þ eAte�AtbðtÞ

¼ AxðtÞ þ bðtÞ:
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So, the solution xðtÞ as defined by equation (3.1.5) satisfies the nonlinear differential

equation (3.1.4). To see that it is the unique solution one can proceed along the lines of

the proof of Theorem 3.2. &

In a similar way one can show that if matrix A in equation (3.1.4) is a continuous time-

dependent matrix, that is A ¼ AðtÞ where each entry is a continuous function of time,

equation (3.1.4) has the unique solution (see, for example, Coddington and Levinson

(1955))

xðtÞ ¼ �ðt; t0Þx0 þ
ðt
t0

�ðt; �Þbð�Þd�: ð3:1:6Þ

Here �ðt; t0Þ, the transition matrix or fundamental matrix, is the solution of the matrix

differential equation

d

dt
�ðt; t0Þ ¼ AðtÞ�ðt; t0Þ; �ðt0; t0Þ ¼ I; 8t: ð3:1:7Þ

Note

Standard texts on differential equations (see Coddington and Levinson (1955),

Section 3.2) show that there always exists what is called a fundamental set of solutions

to

_xxðtÞ ¼ AðtÞxðtÞ; with AðtÞ continuous: ð3:1:8Þ

That is, this differential equation has n solutions, �iðtÞ, from which all other solutions of

equation (3.1.8) can be obtained as a linear combination of �iðtÞ. Moreover, this property

does not hold if one considers any set of n� 1 functions. So, this fundamental set of

solutions is a basis for the set of all solutions of equation (3.1.8). It can be shown that the

matrix of fundamental solutions ½�1ðtÞ � � ��nðtÞ� is invertible for every t. &

The solution �ðt; t0Þ can rarely be obtained in terms of standard functions. Consequently,

one usually has to resort to numerical integration techniques to calculate the solution.

Corollary 3.6

1. If the vector of control variables uið:Þ chosen by player i is continuous, i ¼ 1; � � � ;N,
the differential equation (3.1.1) has a unique solution xð:Þ.

2. If the vector of control variables uið:Þ chosen by player i are affine functions of the

state variables, that is uiðtÞ ¼ FiðtÞxðtÞ þ viðtÞ with both Fið:Þ and við:Þ continuous,

i ¼ 1; � � � ;N, the differential equation (3.1.1) has a unique solution. &
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3.2 Existence–uniqueness results for differential

equations

3.2.1 General case

In the previous section we saw that any linear homogeneous set of differential equations

(3.1.4) has a unique solution through the point x0 provided the vector valued function bðtÞ
is continuous. In this section we will consider a set of nonlinear differential equations

_xx ¼ f ðt; xÞ; ð3:2:1Þ

where f : Rn ! Rn.

Definition 3.2

A function gðtÞ is a solution of the differential equation (3.2.1) on an interval I if gðtÞ is
differentiable on I and if for all t 2 I

_ggðtÞ ¼ f ðt; gðtÞÞ: &

We will present conditions on the function f from which one can conclude that the

nonlinear system (3.2.1) has a unique solution through each point x0 2 Rn defined on a

maximal interval of existence ð�; �Þ � R. In general, it is not possible to solve the

nonlinear set of differential equations (3.2.1). An indication of the limitation of any

general existence theorem can be seen by considering the next example.

Example 3.3

Consider the differential equation

_xxðtÞ ¼ x2ðtÞ; with xð1Þ ¼ �1:

By straightforward differentiation it is easily verified that gðtÞ ¼ � 1
t
is a solution to this

differential equation. However, this solution does not exist at t ¼ 0, although f ðt; xÞ ¼ x2

is continuous there. &

The example shows that any general existence theorem will necessarily have to be of a

local nature, and existence on R can only be asserted under additional conditions on f .

Notice that if f is an integrable function, then

gðtÞ :¼ xð0Þ þ
ðt
0

f ð�; xð�ÞÞd�; gð0Þ ¼ x0 ð3:2:2Þ

is a solution of the differential equation

_xxðtÞ ¼ f ðt; xÞ; with xð0Þ ¼ x0:
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Consequently one can show that, in general, the set of differential equations (3.2.1) will

have a solution if the function f is continuous. However, continuity of the function f in

(3.2.1) is not sufficient to guarantee uniqueness of the solution as the next example

illustrates.

Example 3.4

Consider the differential equation

_xx ¼ 3x2=3; xð0Þ ¼ 0:

Then by straightforward substitution we see that x1ðtÞ ¼ t3 as well as x2ðtÞ ¼ 0 satisfy

this differential equation.

Notice that the function f ðxÞ ¼ x2=3 is continuous at x ¼ 0 but that it is not differenti-

able there. &

A feature of nonlinear differential equations that differs from linear differential equations

is that even when the function f ðt; xÞ in equation (3.2.1) is continuous, the solution xðtÞ of
the differential equation (3.2.1) may become unbounded at some finite time t ¼ t1; i.e. the

solution may only exist on some proper interval ðt�1; t1Þ. In that case t1 is called a finite
escape time of the differential equation (3.2.1). This point was, in fact, already illustrated

in Example 3.3. We will reconsider this example for an arbitrary initial condition.

Example 3.5

Consider the differential equation

_xx ¼ x2; xð0Þ ¼ 1=x0 > 0:

Then, by straightforward differentiation it is easily verified that xðtÞ ¼ 1
x0�t

satisfies

the differential equation; but, this solution is only defined for t 2 ð�1; x0Þ and

limt"x0 ¼ 1.

The interval ð�1; x0Þ is called the maximal interval of existence of the solution of this

differential equation, and t ¼ x0 is a finite escape time of this differential equation. Notice

that the function xðtÞ ¼ 1
x0�t

has another branch defined on the interval ðx0;1Þ; however,
this branch is not considered since the initial time t ¼ 0 =2ðx0;1Þ due to our assumption

that x0 > 0. &

Before stating the fundamental existence–uniqueness theorem for sets of linear differ-

ential equations we recall from analysis a property (see, for example, Rudin (1964))

which is helpful to verify whether the derivative of a function f is continuous. A function

f which has a continuous derivative is called continuous differentiable. The set of

functions that are continuous differentiable will be denoted by C1.

Theorem 3.7

Suppose f : Rn ! Rn. Then f ðxÞ is continuous differentiable if and only if the partial

derivatives @fi
@xj
, i; j ¼ 1; � � � ; n, exist and are continuous. &
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Theorem 3.8 (the fundamental existence–uniqueness
theorem)

Assume that f ðt; xÞ is continuous and the partial derivatives
@f ðt;xÞ
@xi

, i ¼ 1; � � � ; n, exist
and are continuous. Then for each x0 there exists a t�1 < t0 and t1 > t0 such that the

differential equation

_xxðtÞ ¼ f ðt; xÞ; xðt0Þ ¼ x0;

has a unique solution xðtÞ on the interval ðt�1; t1Þ. Moreover, this interval of existence is

maximal. That is, if a solution also exists on another interval J, then J � ðt�1; t1Þ. Notice
that t�1 may be �1 and t1 may be 1. &

Note

In the above theorem it is assumed that f ðt; xÞ satisfies a number of conditions with

respect to its second argument, x, on Rn. In fact it suffices that these conditions are

satisfied on an open subset E � Rn containing x0. For details on this issue, see Perko

(2001). &

A proof of Theorem 3.8, as well as of the next theorem, can be found in Chapter 2 of

Perko (2001) or Chapter 1 of Coddington and Levinson (1955). Theorem 3.9 below states

that, under the conditions of Theorem 3.8, solutions with an initial state vector y that are

close to x0 stay close to the solution trajectory through x0 on a time interval ½t0 � t; t0 þ t�.
Notice that this time interval is a closed interval. In particular, the theorem does not state

that the solutions on the whole maximal interval of existence stay close. Figure 3.1

illustrates this point.

Theorem 3.9

Assume that f ðt; xÞ is continuous and the partial derivatives
@f ðt;xÞ
@xi

; i ¼ 1; � � � ; n, exist and
are continuous. Suppose that the differential equation (3.2.1) has a solution on a closed

interval ½a; b�. Denote this solution by xðt; x0Þ. Let � be an arbitrarily chosen positive

t

x

a b

x0 x(t, x0)

N(x0)

∋

Figure 3.1 Dependence on initial conditions

72 Dynamical systems



number. Then there is an open neighborhood Nðx0Þ of x0 such that for all solutions xðt; yÞ
of equation (3.2.1), with xðt0Þ ¼ y 2 Nðx0Þ, supt2½a;b� xðt; x0Þ � xðt; yÞj j < �. Furthermore,

the function y ! xðt; yÞ is differentiable and for all h such that x0 þ h 2 Nðx0Þ we have

xðt; x0 þ hÞ ¼ xðt; x0Þ þ �ðtÞhþ 0ðhÞ;
where, with AðtÞ :¼ fxðt; xðt; x0ÞÞ, �ðtÞ is the solution of _��ðtÞ ¼ AðtÞ�ðtÞ;�ð0Þ ¼ I. This

formula holds uniformly for a � t � b.

Example 3.6

1. Reconsider _xx ¼ x2; xð0Þ ¼ 1=x0 > 0. The partial derivative of f ðxÞ ¼ x2 is 2x.

Obviously, this derivative is continuous. So, Theorem 3.8 applies and we conclude

that for every x0 there exists a t1 > 0 such that this differential equation has a unique

solution on the open interval ð0; t1Þ.
2. Reconsider _xx ¼ 3x2=3; xð0Þ ¼ 0: The partial derivative of f ðxÞ ¼ 3x2=3 is 2

x1=3
. This

derivative is not continuous at x ¼ 0. So, Theorem 3.8 does not apply.

Notice from the Note following Theorem 3.8 that if, e.g., xð0Þ ¼ 1 the differential

equation does have a unique solution on some open interval ð0; t1Þ. For, choose for

instance E ¼ ð0; 2Þ. Then the derivative of f is continuous on E. &

Example 3.7

Consider the set of feedback Nash differential equations

_kk1 ¼ 2ak1 � s1k
2
1 � 2s2k1k2 þ q1; k1ðt0Þ ¼ k10

_kk2 ¼ 2ak2 � s2k
2
2 � 2s1k1k2 þ q2; k2ðt0Þ ¼ k20

where a, si, qi, ki0 2 R. Then with

f ðk1; k2Þ :¼ 2ak1 � s1k
2
1 � 2s2k1k2 þ q1

2ak2 � s2k
2
2 � 2s1k1k2 þ q2

� �
;

the matrix of partial derivatives @fi
@kj

¼ 2a� 2s1k1 � 2s2k2 �2s2k1
�2s1k2 2a� 2s2k2 � 2s1k1

� �
.

Obviously, all partial derivatives exist and are continuous. So, according to Theorem 3.7,

f 2 C1. From Theorem 3.8 we therefore conclude that for each initial condition ðk10; k20Þ
there is an interval where this set of differential equations has a unique solution. &

Conditions also exist in literature which guarantee the existence of a solution of equation

(3.2.1) on the whole real line. From Perko (2001), Theorem 3.1.3, and Coddington and

Levinson (1955) Chapter 1, we recall the next result.

Theorem 3.10

Suppose f ðt; xÞ 2 C and there exist a constant L such that

j f ðt; xÞ � f ðt; yÞj � Ljx� yj ð3:2:3Þ
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for all x; y 2 Rn. Then for all x0 2 Rn the initial value problem

_xxðtÞ ¼ f ðt; xÞ; xðt0Þ ¼ x0;

has a unique solution xðtÞ 2 C1 defined for all t 2 R. &

The condition (3.2.3) is in literature known as the global Lipschitz1 condition. This

Lipschitz condition is not a condition which is almost always satisfied. The function

f ðk1; k2Þ in Example 3.7 does not, for instance, satisfy this condition.

Example 3.8

Consider the differential equation

_xx ¼ x

1þ x2
:

With f ðxÞ ¼ x
1þx2

,

f ðxÞ � f ðyÞj j ¼ xð1þ y2Þ � yð1þ x2Þ�� ��
ð1þ x2Þð1þ y2Þ

¼ x� yj j 1� xyj j
ð1þ x2Þð1þ y2Þ

� x� yj j 1þ jxj
1þ x2

yj j
1þ y2

� �
� 2 x� yj j:

So, f satisfies the global Lipschitz condition and consequently the solution to the diff-

erential equation exists globally. &

3.2.2 Control theoretic extensions

In the next chapter we will be dealing with optimal control problems where the goal is to

optimize a preference function. This preference function depends both on the state

variable and the used amount of control to manipulate this state variable. The dynamics of

the state variable over time are described by the differential equation

_xxðtÞ ¼ f ðx; u; tÞ; xðt0Þ ¼ x0: ð3:2:4Þ
Here uðtÞ 2 Rm is the control used at time t by the optimizer. As we have seen in the

previous subsection the optimization problem is ill-defined if we do not make any further

assumptions on the function f . Either equation (3.2.4) may not have any solutions (even

in the extended sense, see Definition 3.3 below) or a solution may fail to exist for some

control functions on the time interval we are interested in. One way out of this problem is

1Lipschitz was a famous German mathematician who lived from 1823–1903.
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to restrict the optimization problem to those control functions for which equation (3.2.4)

does have a unique solution on the considered interval and formulate necessary

conditions which the optimal solution has to satisfy under the assumption that such a

unique solution exists. This approach then provides a mechanism to discriminate between

solutions which definitely are not optimal. Finally if one is left with a candidate solution,

one always has to verify whether the solution makes any sense at all by checking whether

it satisfies the differential equation (3.2.4) (we will address the issue of how to derive

optimal solutions in more detail in Section 4.5). However, notice that this approach does

not shed any light on the question of what the corresponding set of admissible control

functions looks like. There are two important cases in which we a priori know that

equation (3.2.4) has a unique solution. These are the cases where either the function f

satisfies a global Lipschitz condition or f is linear (see equation 3.2.6 below).

A problem with the solution concept introduced in Definition 3.2 is that in control

theory this concept is too tight. In control theory one would like to allow for

discontinuous control functions or even for control functions which are only integrable

functions.

The continuity of f guarantees that a solution of equation (3.2.1) is C1. However, it is

clear that the integral in equation (3.2.2) also makes sense for many functions f which are

not continuous. If a continuously differentiable solution of equation (3.2.1) is not

demanded, the continuity restriction on f can be relaxed by looking for an absolutely

continuous function2 gðtÞ defined on an interval I such that

_ggðtÞ ¼ f ðt; gðtÞÞ ð3:2:5Þ
for all t 2 I, except on a set of Lebesgue-measure3 zero.

Definition 3.3

If there exists an interval I and absolutely continuous function gðtÞ satisfying equation

(3.2.5) for all t 2 I (except on a subset of I that has measure zero), then gðtÞ is called a

solution of equation (3.2.1) in the extended sense on I.

The absolute continuity of a solution guarantees that _gg exists on I except on a set of

Lebesgue-measure zero, see Riesz and Sz.-Nagy (1972) for example. Therefore, Defini-

tion 3.3 makes sense.

2Formally: a continuous function gðtÞ is called absolutely continuous if, given � > 0, there is a
� > 0 such that

Pm
k¼1 jgðtkÞ � gðt0kÞj � � for every finite collection fðtk; t0kÞg of nonoverlapping

intervals with
Pm

k¼1 jtk � t0kj � �. From the definition it follows straightforwardly that every absolute
continuous function is continuous. A function G : ½a; b� ! R can be written as GðtÞ ¼ Ð t

0
gðtÞdtþ

GðaÞ for some Lebesgue integrable function gðtÞ if and only if GðtÞ is absolute continuous on
½a; b�. In that case GðtÞ ¼ Ð t

0
G0ðtÞdt þ GðaÞ and G0ðtÞ ¼ gðtÞ except possibly on a null set of ½a; b�

(see, for example, Riesz and Sz. Nagy (1972)).
3The Lebesgue-measure � on R is a function that assigns to almost all subsets (to be precise all

Borel sets) of R a non-negative number. The Lebesgue-measure is implicitly defined for all Borel
sets by the rule to assign to each interval ½a; bÞ as �ð½a; bÞÞ its length b� a. This definition implies
that � assigns the value zero to any set consisting of a finite or even a countable number of points
(like, for example, N or Q). Sets having a measure zero are called null sets. A function f is called
measurable on an interval J in case for all � and �, the inverse image set of f defined by
fx j x 2 J and � � f ðxÞ < �g, is a Borel set. For more details, see, for example, Halmos (1966).
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Theorem 3.11

Consider the linear system

_xx ¼ AðtÞxðtÞ þ bðtÞ; xðt0Þ ¼ x0 ð3:2:6Þ

where AðtÞ and bðtÞ are integrable functions over the interval ½a; b� such that

AðtÞj j � kðtÞ and bðtÞj j � kðtÞ

and kðtÞ is an integrable function over the interval ½a; b�. Then equation (3.2.6) has a

unique solution in the extended sense on ½a; b�.
Furthermore, if the above holds for all b < 1, then the solution of equation (3.2.6)

exists over ½a;1Þ.
Moreover, in case a fundamental solution � for the corresponding homogeneous

differential equation _xxðtÞ ¼ AðtÞxðtÞ; �ðt0; t0Þ ¼ I, is known the solution of equation

(3.2.6) is given by the variation-of-constants formula

xðTÞ :¼ �ðT ; t0Þx0 þ
ðT
t0

�ðT; �Þbð�Þd�: ð3:2:7Þ

(see Coddington and Levinson (1955) page 97, Problem 1). &

Corollary 3.12

Consider the differential equation

_xxðtÞ ¼ AxðtÞ þ BuðtÞ þ vðtÞ; xð0Þ ¼ x0: ð3:2:8Þ

If uðtÞ ¼ FxðtÞ (with F such that Aþ BF is stable) and vðtÞ is a square integrable function
(that is

Ð1
0

vTðtÞvðtÞdt < 1) then equation (3.2.8) has a unique solution in the extended

sense on ½0;1Þ. &

Apart from this global existence result there are also analogues of the fundamental

existence and uniqueness results (section 3.2.1). Furthermore, if the differential equation

depends on a parameter � 2 Rm, i.e. the function f ðx; u; tÞ in equation (3.2.4) is replaced

by f ðx; u; t; �Þ, then the solution xðx0; u; t; �Þ will also depend on the parameter �.
Theorem 3.14, below, states that such differential equations have a unique solution for all

parameters � in some neighborhood of �0 in which case for this nominal � ¼ �0 a unique

solution exists. This result is used later on to draw conclusions concerning the existence

of solutions in case the differential equation (3.2.4) is ‘perturbed’. This property is used in

the derivation of conditions that must be satisfied by optimal solutions.

All these results can be obtained directly from the theory of ordinary differential

equations. This is because, for a fixed control sequence uð:Þ, the differential equation

(3.2.4) reduces to the ordinary differential equation

_xxðtÞ ¼ fuðx; tÞ; xðt0Þ ¼ x0; ð3:2:9Þ

where fuðx; tÞ is defined by fuðx; tÞ :¼ f ðx; uðtÞ; tÞ.
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However, first we introduce a class of functions that plays a fundamental role in the

analysis.

Definition 3.4

Let gðx; tÞ : Rnþ1 ! R satisfy the following three properties:

(i) for each fixed t is gðx; tÞ 2 C1;

(ii) for each fixed x is gðx; tÞ measurable in t;

(iii) given any closed and bounded set K of Rn and interval ½a; b�, there exists an

integrable function mðtÞ on ½a; b� such that

gðx; tÞj j � mðtÞ and @g

@x
ðx; tÞ

����
���� � mðtÞ for all ðx; tÞ 2 K � ½a; b�:

Then gðx; tÞ is said to belong to the class of functions CD. &

Theorem 3.13

Consider the differential equation (3.2.4) where uð:Þ is a measurable function on ½t0;1Þ.
Assume that with fuðx; tÞ :¼ f ðx; uðtÞ; tÞ, fuðx; tÞ 2 CD. Then both Theorem 3.8 and

Theorem 3.9 hold with respect to the differential equation (3.2.4) if one interprets in

both theorems the phrase solution as solution in the extended sense (see, for example, Lee

and Markus (1967) and Coddington and Levinson (1955)). &

Coddington and Levinson (1955) also show the following theorem.

Theorem 3.14

Consider the differential equation

_xxðtÞ ¼ f ðx; u; t; �Þ; xð0Þ ¼ x0; ð3:2:10Þ
where uð:Þ is a measurable function on ½a; b� and � is some parameter taking values in the

interval I :¼ ½�0 � c; �0 þ c� for some positive constants �0 and c. Assume that for every

fixed � 2 I, f ðx; u; t; �Þ 2 CD; for every fixed t 2 ½a; b�, f ðx; uðtÞ; t; �Þ is continuous in

ðx; �Þ at � ¼ �0; and f ðx; uðtÞ; t; �Þj j � mðtÞ for all ðx; t; �Þ 2 K � ½a; b� � I, where mð:Þ
is some Lebesgue integrable function over ½a; b� and K is a compact set of Rn. For � ¼ �0

let the differential equation (3.2.10) have a (unique) solution on the interval ½a; b�.
Then there exists a � < 0 such that, for any fixed � satisfying �� �0j j > �, the

differential equation (3.2.10) has a unique solution x� on ½a; b�. Furthermore, x� ! x�0

uniformly over ½a; b� if � ! �0. &

Example 3.9

Consider

_xxðtÞ ¼ ax2ðtÞ þ txðtÞuðtÞ; xð0Þ ¼ x0:
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Assume that uðtÞ is chosen from the set of piecewise continuous functions. Then for each

fixed t, the partial derivative of fuðx; tÞ ¼ ax2 þ txuðtÞ w.r.t. x is 2axþ tuðtÞ. This function
is clearly continuous for every fixed t, so condition (i) in Definition 3.4 is satisfied.

Moreover, for each fixed x the function fuðx; tÞ is piecewise continuous in t. So in

particular it is measurable. Thus condition (ii) in Definition 3.4 holds too. Finally, since

uðtÞ is piecewise continuous, fuðx; tÞ will be bounded by the integrable function

aj jm2 þ m tuðtÞj j, whenever x belongs to some compact set K4, for some m 2 R.

Therefore, fuðt; xÞ 2 CD. Consequently, the differential equation has a solution in the

extended sense.

Next assume that the differential equation has a solution x1ðtÞ in the extended sense for

a ¼ 1 on the interval ½0; 1�. Let I :¼ ½1
2
; 2�. Since for every a 2 I, fuðx; tÞ 2 CD; for every

t 2 ½0; 1� fuðx; tÞ is continuous in ðx; aÞ at a ¼ 1 and for every a 2 I, fuðx; tÞj j is bounded
by the integrable function 2m2 þ m tuðtÞj j the solution of the differential equation

converges uniformly over ½0; 1� to x1ðtÞ if a ! 1. &

3.3 Stability theory: general case

In this section we analyze the behavior of trajectories (solutions) xðt; x0Þ of the nonlinear
system

_xx ¼ f ðxÞ; xðt0Þ ¼ x0: ð3:3:1Þ

A standard assumption throughout this section will be that the function f in equation

(3.3.1) is continuous differentiable. In particular this assumption implies that, for an

arbitrary choice of x0, equation (3.3.1) has a unique solution through the initial state x0
(see Theorem 3.8). A good place to start the analysis of these trajectories is to determine

the so-called equilibrium points of equation (3.3.1) and to describe the behavior of

trajectories from equation (3.3.1) near its equilibrium points.

An equilibrium point is a solution of the differential equation (3.3.1) that has the

property that if one starts at some initial point in time with the initial state x0 then the state

of the differential equation does not change over time. So, one remains for the rest of the

time at this point x0.

Definition 3.5

A point x0 2 Rn is called an equilibrium point or critical point of equation (3.3.1) if

f ðx0Þ ¼ 0. &

If x0 is an equilibrium point of equation (3.3.1), then f ðx0Þ ¼ 0 and, by Taylor’s Theorem,

f ðx0 þ hÞ ¼ f 0ðx0Þhþ oðhThÞ;

4For such a set a positive number m always exists such that every element of K satisfies xj j � m.
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where oðhThÞ denotes higher-order terms in h. From the above approximation it is

reasonable to expect that the behavior of the nonlinear system (3.3.1) near the point

x ¼ x0 will be approximated by the behavior of the next so-called linearization of (3.3.1)

at x0

_yy ¼ f 0ðx0Þy; yðt0Þ 2 Nð0Þ; ð3:3:2Þ

where Nð0Þ is some small neighborhood of 0. The next theorem states that this is indeed

the case provided the matrix f 0ðx0Þ has no eigenvalues on the imaginary axis.

Theorem 3.15 (stable manifold theorem)

Consider the nonlinear differential equation (3.3.1). Suppose that f 2 C1, f ðx0Þ ¼ 0

and that f 0ðx0Þ has k eigenvalues with negative real part and n� k eigenvalues with

positive real part. Then the local behavior of equation (3.3.1) near the equilibrium point

x0 coincides with the behavior of the linearized system (3.3.2) near the equilibrium point

y ¼ 0. &

Example 3.10

Consider the differential equation

_xx ¼ x2 � 1:

The equilibrium points of this differential equation are x0 ¼ 1 and x0 ¼ �1. The

derivative of x2 � 1 is 2x. Therefore, the linearized system near the equilibrium point

x0 ¼ 1 is

_xx ¼ 2x; ð3:3:3Þ

and the linearized system near the equilibrium point x0 ¼ �1 is

_xx ¼ �2x: ð3:3:4Þ

The solutions of the linearized system (3.3.3) are xðtÞ ¼ e2tx0 and of the linearized system

(3.3.4) xðtÞ ¼ e�2tx0. So, solutions in the linearized system (3.3.3) diverge rapidly from

the equilibrium solution x ¼ 0 whereas in the linearized system (3.3.4) solutions converge

rapidly to the equilibrium solution x ¼ 0 when time proceeds. Theorem 3.15 yields then

the conclusion that solutions starting at t ¼ 0 in a neighborhood of x0 ¼ 1 will diverge

from the constant solution xðtÞ ¼ 1 whereas solutions starting in a neighborhood of

x0 ¼ �1 will converge to the constant solution xðtÞ ¼ �1. Figure 3.2 illustrates the

situation. &

This is an additional motivation to study the behavior of the linear system

_xxðtÞ ¼ AxðtÞ ð3:3:5Þ

in more detail.
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To that end consider the Jordan canonical form of matrix A again. Let wj ¼ uj þ ivj be

a generalized eigenvector of the matrix A corresponding to an eigenvalue �j ¼ aj þ ibj.

Notice that if bj ¼ 0 then vj ¼ 0. Assume that matrix A has k real eigenvalues (counting

algebraic multiplicities). Consider

S :¼ fu1; � � � ; uk; ukþ1; vkþ1; � � � ; um; vmg

as a basis for Rn (with n ¼ 2m� k).

Definition 3.6

Let �j ¼ aj þ ibj, wj ¼ uj þ ivj and S be as described above. Then we define the stable,

unstable and center subspaces, Es, Eu and Ec, respectively, as follows:

Es :¼ Spanfuj; vjjaj < 0g
Eu :¼ Spanfuj; vjjaj > 0g
Ec :¼ Spanfuj; vjjaj ¼ 0g:

That is, Es, Eu and Ec are the subspaces of Rn spanned by the real and imaginary parts of

the generalized eigenvectors wj corresponding to eigenvalues �j with negative, positive

and zero real parts, respectively. &

Assume, without loss of generality, that the basis S ¼ ½s1; � � � ; sk; skþ1; � � � ; sl; slþ1; � � � ; sn�
is organized as follows. The first k vectors si are the vectors that form a basis for Es, the

vectors skþ1; � � � ; sl form a basis for Eu, and the vectors slþ1; � � � ; sn form a basis for Ec.

The corresponding Jordan canonical form of A is diagfJs; Ju; Jcg. Then the solution of

equation (3.3.5) is

xðtÞ ¼ S diagfeJst; eJut; eJctgS�1x0:

Now, let x0 2 Es. Then, x0 is a linear combination of the first k basis vectors s1; � � � ; sk.

That is, x0 ¼ ½s1 s2 � � � sk�
�1

..

.

�k

2
64

3
75, for some �i 2 R. Introducing �T :¼ �1; � � � ; �k½ �, and 0j

t

x

1

−1

Figure 3.2 Local behavior of solutions of the differential equation _xx ¼ x2 � 1
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as the j-dimensional vector with zero entries, we can rewrite x0 as x0 ¼ S

�
0l�k

0n�l

2
4

3
5.

Consequently, if x0 2 Es

xðtÞ ¼ S diagfeJst; eJut; eJctgS�1S

�
0l�k

0n�l

2
4

3
5 ¼ S

eJst�
0l�k

0n�l

2
4

3
5:

By Theorem 3.4 eJst ¼ diagfeaitgD, where D is an invertible matrix that does not contain

any exponential terms and ai < 0; i ¼ 1; � � � ; k. Since D is invertible and � 6¼ 0,

D� ¼: � 6¼ 0 too (since D ¼ 0). Similarly it follows that, since matrix S is invertible,

S

�
0l�k

0n�l

2
4

3
5 ¼: v 6¼ 0. So, we conclude that xðtÞ ¼ diagfeaitgv 6¼ 0 and converges exponen-

tially fast to zero (if t ! 1), whatever x0 2 Es is. The same reasoning shows that

whenever x0 2 Eu, there exist ai > 0 and v 6¼ 0, containing no exponential terms, such

that xðtÞ ¼ diagfeatgv. So in that case xðtÞ contains entries that become arbitrarily large

(if t ! 1).

Finally, for x0 2 Ec the above analysis shows that we have to distinguish between two

cases. That is, whether the Jordan block has the extended block structure JRE or JCE (with

‘1s’ above the main diagonal) or not. In case the Jordan block has the extended block

structure, there exist some initial conditions x0 for which xðtÞ has entries that become

arbitrarily large whereas for other initial conditions xðtÞ remains bounded (if t ! 1). If

the Jordan block does not posses this extended block structure the solution xðtÞ always
remains bounded for all initial conditions x0 2 Ec.

Notice that whether A has complex eigenvalues or not determines whether solutions

will either oscillate or not. Theorem 3.16 summarizes the above discussion.

Theorem 3.16

Consider the linear system of differential equations

_xx ¼ Ax; xðt0Þ ¼ x0 6¼ 0: ð3:3:6Þ

Then:

1. for all x0 2 Es, xðtÞj j ! 0 if t ! 1;

2. for all x0 2 Eu, xðtÞj j ! 1 if t ! 1;

3. there exists an a > 0 such that for all x0 2 Ec, xðtÞj j � a x0j j if t ! 1. &

Since the columns of S constitute a basis for Rn we obtain the next result immediately.

Corollary 3.17

Consider the linear differential equation (3.3.6) with an arbitrarily chosen initial state

xðt0Þ ¼ x0 2 Rn. Then xðtÞ ! 0, if t ! 1, if and only if x0 2 Es.
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Example 3.11

The matrix

A ¼
�8 6 5

�8 5 6

�3 4 2

2
4

3
5

has eigenvectors w1 ¼ u1 þ iv1 ¼
1

1

0

2
4
3
5þ i

0

1

�1

2
4

3
5 corresponding to �1 ¼ �2þ i and

u2 ¼
1

1

1

2
4
3
5 corresponding to �2 ¼ 3.

The stable subspace, Es, of equation (3.3.5) is Span

1

1

0

2
4
3
5; 0

1

�1

2
4

3
5

8<
:

9=
;, and the unstable

subspace, Eu, of equation (3.3.5) is Span

1

1

1

2
4
3
5

8<
:

9=
;. &

Example 3.12

The matrix

A ¼
0 1 0

�1 0 0

0 0 2

2
4

3
5

is in Jordan canonical form and has eigenvalues �i and 2.

The center subspace Ec ¼ Span

1

0

0

2
4
3
5; 0

1

0

2
4
3
5

8<
:

9=
; and the unstable subspace Eu ¼

Span

0

0

1

2
4
3
5

8<
:

9=
;. Therefore, by Theorem 3.4,

eAt ¼
cosðtÞ sinðtÞ 0

� sinðtÞ cosðtÞ 0

0 0 e2t

2
4

3
5:

So, for an arbitrarily chosen x0 2 Ec we see a bounded oscillating behavior of xðtÞ, for

x0 2 Eu we see that xðtÞ ¼
0

0

e2t�

2
4

3
5 and for x0 not in either of these subspaces Ec or Eu, a

mixture of both behaviors, that is the first two entries of xðtÞ are oscillatory and the third

entry grows exponentially. &

In the above Example 3.12 all solutions in Ec behave oscillatory, but the trajectories

remain bounded if time passes. The next example illustrates that trajectories in an initial

state belonging to Ec may also diverge.
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Example 3.13

The next matrix A is in Jordan canonical form.

A ¼
0 1 0

0 0 0

0 0 2

2
4

3
5:

The eigenvalues of A are 0 and 2. The center subspace Ec ¼ Span

1

0

0

2
4
3
5; 0

1

0

2
4
3
5

8<
:

9=
;. So

according to Theorem 3.4

eAt ¼
1 t 0

0 1 0

0 0 e2t

2
4

3
5:

Therefore, for x0 ¼
�
0

0

2
4

3
5, with � 6¼ 0, xðtÞ ¼

�
0

0

2
4

3
5 whereas for any other

x0 ¼
�
�
0

2
4

3
5 2 Ec xðtÞ ¼

�þ �t
�
0

2
4

3
5. &

Notice that if matrix A has only eigenvalues with a negative real part, all trajectories of

the linear system (3.3.2) converge to the origin, whereas in the case that all eigenvalues

have a positive real part, all trajectories diverge from the origin. In the first case we call

matrix A stable (or Hurwitz) (or the system (3.3.2) stable) and the origin a sink. In the

second case matrix A is called anti-stable and the origin a source.

3.4 Stability theory of planar systems

In the previous section the existence and stability of solutions for a set of n differential

equations was studied. This section considers the special case n ¼ 2, the so-called planar

systems. That is,

_xx1 ¼ f1ðx1; x2Þ ð3:4:1Þ
_xx2 ¼ f2ðx1; x2Þ; ð3:4:2Þ

where both f1; f2 2 C1. One can think of the system (3.4.1) and (3.4.2) as the equations of

motion of a particle moving about in the plane. The system tells us in this case that when

the particle is at the point ðx1; x2Þ, it will be moving so that its velocity vector ½ _xx1; _xx2�T
will be the vector ½f1ðx1; x2Þ; f2ðx1; x2Þ�T. We can visualize this as a vector with its tail at

the point ðx1; x2Þ pointing in the direction of the particle’s motion. Therefore, one way to

make a plot of the dynamics of system (3.4.1) and (3.4.2) is to picture the vector

½f1ðx1; x2Þ; f2ðx1; x2Þ�T pointing out from the point ðx1; x2Þ for every point in the ðx1; x2Þ-
plane. To avoid hopelessly cluttering the picture, when we actually draw this graph, we

usually ignore the length of the velocity vectors and only draw short vectors that point in

the correct direction. We refer to the ðx1; x2Þ-plane as the phase plane. Since to each
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point ðx1; x2Þ 2 R2 the mapping f :¼ ðf1; f2Þ assigns a vector f ðx1; x2Þ 2 R2 we say that f

defines a vector field on R2. A solution curve through the point ð�xx1;�xx2Þ is a curve in the

phase plane obtained from the unique solution of the initial value problem (3.4.1) and

(3.4.2), with x1ð0Þ ¼ �xx1 and x2ð0Þ ¼ �xx2, by considering all points ðx1ðtÞ; x2ðtÞÞ in the

phase plane for all t 2 R. Usually, we indicate by an arrow in which direction the

solutions evolve when time proceeds. The set of all solution curves in the phase plane is

called the phase portrait, or sometimes phase diagram, of system (3.4.1) and (3.4.2).

So, the phase diagram of system (3.4.1) and (3.4.2) is a graph where the axes are just

the variables x1 and x2 and instead of plotting x1 against time and x2 against time, we

look at the behavior of x2 against x1 when time evolves, for the solutions of (3.4.1) and

(3.4.2).

Example 3.14

Consider the decoupled system

_xx1 ¼ �x1; x1ðt0Þ ¼ c1

_xx2 ¼ 2x2; x2ðt0Þ ¼ c2:

At each point ðx1; x2Þ we draw a vector in the direction
�x1
2x2

� �
. In Figure 3.3(a), we have

drawn the vector ½�2 0�T at the point ð2; 0Þ, the vector ½�3 4�T at the point ð3; 2Þ, and the

vector ½�1 4�T at the point ð1;�2Þ, along with a sample of other choices. From this

figure, we get a feeling that the motion which this system describes is roughly hyperbolic.

In fact we are actually able to calculate this motion in this example. Note that

x1ðtÞ ¼ c1e
�t and x2ðtÞ ¼ c2e

2t. By elimination of the time parameter t we see that the

solutions of the system move along the algebraic curves x2 ¼ k=x21 in the phase plane,

where the constant k ¼ c21c2. Some solution curves are sketched in Figure 3.3(b). &

x1

x2

(a) Vector field

x1

x2

(b) Solution curves

Figure 3.3 The set of differential equations _xx1 ¼ �x1, _xx2 ¼ 2x2
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At each point ðx1; x2Þ in the phase plane R2, the solution curves of (3.4.1) and (3.4.2)

are at a tangent to the vectors in the vector field
f1ðx1; x2Þ
f2ðx1; x2Þ
� �

. This follows since, at time

t ¼ t0, the velocity vector v0 ¼ _xxðt0Þ is at a tangent to the curve x :¼ ðx1ðtÞ; x2ðtÞÞ at the
point x0 ¼ xðt0Þ and _xx ¼ ½f1ðx1; x2Þ; f2ðx1; x2Þ�T . Moreover, since for each ½�xx1;�xx2�T 2 R2

the initial value problem (3.4.1) and (3.4.2), with x1ð0Þ ¼ �xx1 and x2ð0Þ ¼ �xx2, has a unique
solution, solution curves in the phase plane do not have any points in common.

Next we discuss the various phase portraits that are possible for the linear system

_xx ¼ Ax ð3:4:3Þ

when x 2 R2 and A is a 2� 2 matrix.

From the Jordan canonical form we recall that there is an invertible matrix S such that

the matrix

J ¼ SAS�1

has either one of the following forms

JR ¼ �1 0

0 �2

� �
; JCE ¼ � 1

0 �

� �
; or J ¼ a b

�b a

� �
:

Then, by Theorem 3.4,

eJRt ¼ e�1t 0

0 e�2t

� �
; eJRE ¼ e�t

1 t

0 1

� �
; and eJC ¼ eat

cosðbtÞ sinðbtÞ
� sinðbtÞ cosðbtÞ
� �

;

respectively.

Consequently eAt ¼ S�1eJtS. Now let y ¼ Sx. Then _yy ¼ S _xx. So y satisfies

_yy ¼ Jy: ð3:4:4Þ

That is, using a linear transformation, all phase portraits for the linear system (3.4.3) can

be derived from one of the following cases. The first three cases are the ones that occur

most frequently and correspond with the case that A has no eigenvalues on the imaginary

axis.

Case I. (Saddle) J ¼ JR ¼ �1 0

0 �2

� �
with �2 < 0 < �1.

The phase portrait for the linear system (3.4.4) for this case is given in Figure 3.4 (see

Example 3.14). If �1 < 0 < �2, the arrows in Figure 3.4 are reversed. Whenever matrix A

has two real eigenvalues of opposite sign, the stable and unstable subspaces of equation

(3.4.3) are determined by the eigenvectors of A corresponding to the stable and unstable

eigenvalue of A, respectively. The four non-zero solution curves that approach the

equilibrium point zero as t ! �1 are called separatrices of the system.

Case II. (Stable node) J ¼ JR ¼ �1 0

0 �2

� �
with �1 � �2 < 0 or J ¼ JRE ¼ � 1

0 �

� �
with � < 0.
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The phase portrait for the linear system (3.4.4) in this case is given in Figure 3.5. The

origin is referred to as a stable node in each of these cases. In case �1 � �2 > 0 or if

� > 0, the arrows in Figure 3.5 are reversed and the origin is referred to as an unstable

node. Notice that the direction in which the solution curves approach the equilibrium

point is, with only one exception, determined by the eigenvector corresponding to the

largest eigenvalue. Only if the initial state is in the direction of the eigenvector

corresponding to the smallest eigenvalue, will this state approach the origin along the

line in this direction.

Case III. (Stable focus) J ¼ JC ¼ a b

�b a

� �
with a < 0.

x1

x2

Figure 3.4 A saddle at the origin

x1

x2

(a)

x1

x2

(b)

x1

x2

(c)λ1 = λ 2 < 0 λ1 < λ 2 < 0  λ < 0

Figure 3.5 A stable node at the origin
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With ðx1ð0Þ; x2ð0ÞÞ ¼ ðc1; c2Þ, we have that the solution of the initial value problem

(3.4.3) is

ðx1ðtÞ; x2ðtÞÞ ¼ ðeatðc1 cos bt þ c2 sin btÞ; eatð�c1 sin bt þ c2 cos btÞÞ:

So,

x21ðtÞ þ x22ðtÞ ¼ e2atðc21 þ c22Þ;

which shows that the solution curves spiral towards the origin. The phase portrait is given

in Figure 3.6. If a > 0, the solution curves spiral away from the origin and the origin is

called an unstable focus.

Case IV. (Center) J ¼ JC ¼ 0 b

�b 0

� �
.

This case occurs if A has an eigenvalue on the imaginary axis.

It is easily verified (see Case III) that the solution curves are now circles about the

origin. Figure 3.7 illustrates this case. This implies that for the general case solution

curves are ellipses.

Finally, for the sake of completeness, we illustrate in Figure 3.8 the phase portraits

if matrix A has a zero eigenvalue. In these cases the origin is called a degenerate

equilibrium point.

The construction of the phase portrait for a general planar system (3.4.1) and (3.4.2) is

usually much more involved, since in most cases it is not possible to derive an explicit

solution for this set of differential equations. Below we present an algorithm that is

usually very helpful in drawing the phase portrait of a planar system; but first another

global result on the nonexistence of periodic solutions is stated which is useful in the final

construction phase of the algorithm. A solution is called a periodic solution if it is a

closed solution curve of (3.4.1) and (3.4.2) which is not an equilibrium point of (3.4.1)

and (3.4.2). Informally speaking, it is a solution which repeats after a finite time.

x1

x2

(a) b < 0

x1

x2

(b) b > 0

Figure 3.6 A stable focus at the origin
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Theorem 3.18 (Bendixson)5

Suppose f ¼ ð f1; f2Þ 2 C1ðEÞ where E is a simply connected region in R2 (informally

speaking, E is free of holes or cuts in its interior). If

@f1
@x1

þ @f2
@x2

is not identically zero and does not change sign in E, then (3.4.1) and (3.4.2) have no

periodic solution lying entirely in E. &

x1

x2

(a) b < 0

x1

x2

(b) b > 0

Figure 3.7 A center at the origin

x1

x2

(a) λ1 < 0, λ2 = 0 λi = 0, i.e. A = 0

x1

x2

(b)

Figure 3.8 A degenerate equilibrium at the origin

5Swedish mathematician who lived from 1861–1935.
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Example 3.15

Consider the set of differential equations

_xx1 ¼ 2x1 � x32; x1ð0Þ ¼ x10;

_xx2 ¼ x21 � x2; x2ð0Þ ¼ x20:

Then the matrix of partial derivatives is

@fi
@xj

¼ 2 �3x22
2x1 �1

� �
:

So, f 2 C1. Furthermore, @f1
@x1

þ @f2
@x2

¼ 2� 1 ¼ 1. So, on whole R2 this sum of partial

derivatives is positive. Therefore, this set of differential equations has no periodic

solution.

Algorithm (Algorithm to construct a phase portrait)

Consider the planar system

_xx1 ¼ f1ðx1; x2Þ ð3:4:5Þ
_xx2 ¼ f2ðx1; x2Þ; ð3:4:6Þ

where both f1; f2 2 C1. Assume that at every equilibrium point, x	 ¼ ðx	1; x	2Þ, of this

system the derivative, f 0ðx	Þ, has no eigenvalues on the imaginary axis. Then, the

following steps provide essential information for drawing the phase portrait of the planar

system (3.4.6) (see also Simon and Blume (1994)).

Step 1 Find the equilibria ðx	1; x	2Þ of the planar system by solving the set of equations

f1ðx1; x2Þ ¼ 0

f2ðx1; x2Þ ¼ 0:

Step 2 Determine the derivative f 0ðx	Þ at every equilibrium point. Calculate the eigen-

values of this derivative. Then, the local behavior of the solution curves near each

equilibrium point coincides with one of the three phase portraits discussed above

in Case I, II or III (since we assumed that all derivatives have no eigenvalues on

the imaginary axis and the assumptions of Theorem 3.15 are satisfied).

Step 3 Find all points where a solution curve either points in a vertical (x2) or in a

horizontal (x1) direction. A solution curve points in a vertical direction if _xx1 ¼ 0

and _xx2 6¼ 0. If _xx2 > 0 the solution evolves in the upward direction when time

proceeds; when _xx2 < 0 the solution will evolve downwards. Since _xx1 ¼ f1ðx1; x2Þ,
the locus of points ðx1; x2Þ where a solution curve points in a vertical direction is

found by determining all points ðx1; x2Þ that satisfy f1ðx1; x2Þ ¼ 0 (and

f2ðx1; x2Þ 6¼ 0). A curve along which the vector field always points in the same
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direction is called an isocline of the system. In a similar way determine the locus

of points ðx1; x2Þ where a solution curve points in a horizontal direction by

determining all points ðx1; x2Þ that satisfy f2ðx1; x2Þ ¼ 0 (and f1ðx1; x2Þ 6¼ 0).

Again, by inspection of the sign of f1ðx1; x2Þ at an arbitrary point x0 of this locus

one can determine in which direction the solution curve will evolve for the whole

set of points on this locus that is connected to this point x0.

Step 4 The isoclines which are found in Step 3 divide the phase plane into regions

called sectors. Within each sector, the sign of the derivatives _xx1 and _xx2 does not
change since the functions fi are continuous. So, the vector field can only point

into one quadrant in any given sector and this quadrant can be determined by

inspection of the sign of fiðx1; x2Þ at an arbitrary point x0 in this sector. Perform

this inspection for any sector and indicate the direction of the vector field by an

arrow.

Step 5 Based on the information obtained in the previous steps (and maybe other insights

obtained from, for example, Theorem 3.18) try to sketch representative solution

curves which follow the vector fields’ directions. &

Example 3.16

Consider the planar system

_xx1 ¼ x2 ð3:4:7Þ
_xx2 ¼ x1 � x21 þ x2: ð3:4:8Þ

We will follow the algorithm above to obtain an insight into the phase portrait of this

system.

Step 1 The equilibrium points are the solutions of the set of equations

x2 ¼ 0

x1 � x21 þ x2 ¼ 0:

So, ð0; 0Þ and ð0; 1Þ are the equilibrium points.

Step 2 The derivative of f is
0 1

1� 2x1 1

� �
. So, f 0ð0; 0Þ ¼ 0 1

1 1

� �
and the eigenvalues

of this matrix are �1 ¼ ð1þ ffiffiffi
5

p Þ=2 > 0 and �2 ¼ ð1� ffiffiffi
5

p Þ=2 < 0. Therefore

ð0; 0Þ is a saddle-point equilibrium. At the equilibrium point ð0; 1Þ f 0ð0; 1Þ ¼
0 1

�1 1

� �
, which eigenvalues are 1

2
� 1

2

ffiffiffi
2

p
i. So ð0; 1Þ is an unstable focus.

Step 3 The isocline where solution curves point in a vertical direction is x2 ¼ 0, and the

isocline where solution curves point in a horizontal direction is x2 ¼ x21 � x1. So

the plane is divided into five sectors.

Step 4 For each sector (see Figure 3.9(a)) we next determine the direction of the vector

field by inspection of this direction at an arbitrary point in the sector. For instance,
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at ð0; 1Þ _xx1 ¼ 1 > 0 and _xx2 ¼ 1 > 0. So both x1 and x2 grow if time proceeds.

Therefore in that sector the direction of the vector field is northeast. Similarly one

can verify that at ð3; 1Þ, _xx1 > 0 and _xx2 < 0. So x1 grows and x2 declines when time

proceeds. Consequently the direction of the vector field is southeast. At ð1;�1Þ,
ð1
2
;� 1

8
Þ and ð�3; 1Þ the direction of the vector field is southwest, northwest and

southeast, respectively.

Step 5 To see whether periodic solutions might exist observe that @f
@x1

þ @f
@x2

¼ 0þ 1 ¼ 1.

So, according to Theorem 3.18 periodic solutions to this set of differential

equations do not exist. The complete picture, as far as one can deduce from the

previous steps, is plotted in Figure 3.9(b). &

3.5 Geometric concepts

We now turn to some important concepts in linear system theory. To introduce these

concepts we consider system (3.1.1) with the number of players equal to 1, that is N ¼ 1,

and we drop the subscript i. So, consider

_xx ¼ Axþ Bu: ð3:5:1Þ

First, we consider the notion of controllability. Informally speaking, the system is called

controllable if it is possible to regulate the state from any initial position towards any

chosen final position, and this within an arbitrary chosen time period.

Definition 3.7

The dynamical system described by equation (3.5.1) or the pair ðA;BÞ is said to be

controllable if, for any initial state x0, t1 > t0 and final state x1, there exists a piecewise

continuous input uð:Þ such that the solution of (3.5.1) satisfies xðt1Þ ¼ x1. Otherwise, the

system or the pair ðA;BÞ is said to be uncontrollable. &

x1

x2

x1 = 0

x2 = 0

(a) Vector field (b) Phase portrait

x1

x2

⋅

⋅

Figure 3.9 Example 3.43

Geometric concepts 91



The controllability of a system can be verified through some algebraic or geometric

criteria (Zhou, Doyle and Glover, 1996).

Theorem 3.19

The following are equivalent:

1. ðA;BÞ is controllable.
2. The matrix A� �I; B½ � has full row rank for all � 2 C.

3. The eigenvalues of Aþ BF can be freely assigned (with the restriction that complex

eigenvalues are in conjugate pairs) by a suitable choice of F.

4. The so-called controllability matrix

C :¼ ½B; AB; A2B; � � � ; An�1B�
has full row rank. &

Example 3.17

1. Let A1 ¼ 1 0

2 �1

� �
and B ¼ 1

0

� �
. Then the controllability matrix C ¼ 1 1

0 2

� �
. C

has full row rank, therefore ðA1;BÞ is controllable.
2. Let A2 ¼ 1 2

0 �1

� �
and B as before. Then the controllability matrix C ¼ 1 1

0 0

� �
. C

has not full row rank, therefore ðA2;BÞ is not controllable.

Stability plays an important role in robust control theory. From section 3.3 we recall the

next definition.

Definition 3.8

The dynamical system _xx ¼ Ax is said to be stable if all the (possibly complex)

eigenvalues of A are in the open left half of the complex plane, i.e. the real part of

every eigenvalue of A is strictly smaller than zero. A matrix A with such a property is said

to be stable. &

Definition 3.9

The dynamical system described by equation (3.5.1) or the pair ðA;BÞ is said to be

stabilizable if, for any initial state x0, there exists a piecewise continuous input uð:Þ such
that the solution of (3.5.1) converges to zero. &

From this definition it is clear that whenever a system is controllable it is also stabilizable.

This observation also follows directly from the next well-known theorem which gives

several characterizations for the stabilizability of a system (Zhou, Doyle and Glover,

1996).
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Theorem 3.20

The following are equivalent:

1. ðA;BÞ is stabilizable.
2. The matrix A� �I; B½ � has full row rank for all � 2 Cþ

0 .

3. There exists a matrix F such that the eigenvalues of Aþ BF are all located in the left

half of the complex plane, C�. &

Example 3.18

Consider A ¼
3 0 0

0 2 0

0 0 �1

2
4

3
5 and B ¼

1

1

0

2
4
3
5. Then

A� �I; B½ � ¼
3� � 0 0 1

0 2� � 0 1

0 0 �1� � 0

2
4

3
5:

Obviously, for � 2 Cþ
0 which are not an eigenvalue of A, matrix A is invertible and

consequently the above matrix has full row rank. Therefore, only � ¼ 3 and � ¼ 2 require

a further inspection of this matrix. For � ¼ 3 this matrix equals

0 0 0 1

0 �1 0 1

0 0 �4 0

2
4

3
5,

which clearly has full row rank too. In a similar way one can verify that for � ¼ 2 the

matrix also has full row rank. So, ðA;BÞ is stabilizable. &

Next assume that not all state variables of the system (3.5.1) can be observed directly.

That is, consider the situation that the state variables evolve over time as described

in (3.5.1), but that we can only observe some output variables, yðtÞ; of this system.

More specifically, assume that we can only observe a set of variables over time which

are linearly related to the state variables of the system (3.5.1). That is, consider the system

_xxðtÞ ¼ AxðtÞ þ BuðtÞ; xð0Þ ¼ x0; ð3:5:2Þ
yðtÞ ¼ CxðtÞ:

Here, yðtÞ denotes the observed (or output) variables of the system at time t. In case x0 is

unknown, we will call this system (3.5.2) observable if we can recover x0 from the

knowledge of an input uð:Þ and output yð:Þ sequence for some time interval ½0; t1�.
Denoting the output of system (3.5.2) at time t, induced by the input sequence uð:Þ and
initial state x0, by yðt; x0; uÞ, we obtain the following formal definition.
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Definition 3.10

The dynamical system (3.5.2), or the pair ðC;AÞ, is said to be observable if there exists a

t1 > 0 such that, whatever the input uð:Þ has been on ½0; t1�, from yðt; x0; uÞ ¼ yðt; x1; uÞ
on ½0; t1� it follows that x0 ¼ x1. &

It is easily verified that in the above definition the input uð:Þ does not play any role. For

that reason one can introduce the notion of observability, without loss of generality, for

the system (3.5.2) with uð:Þ ¼ 0. This clarifies why we call the pair ðC;AÞ observable.
Next, consider for a fixed t1 the set

Vðt1Þ :¼ fx0 j yðt; x0; 0Þ ¼ 0; t 2 ½0; t1�g:
Vðt1Þ is called the unobservable subspace of (3.5.2) on ½0; t1�. This is because Vðt1Þ is
the linear subspace that contains all initial states that are not observable. It is

straightforwardly verified that x0 2 Vðt1Þ if and only if CeAtx0 ¼ 0; t 2 ½0; t1�. Using
the Cayley–Hamilton theorem one can show that this condition is equivalent to the

condition that CAkx0 ¼ 0; k ¼ 0; � � � ; n� 1. In particular we infer from this that Vðt1Þ
does not depend on the time t1. Furthermore, it now follows directly that

Vðt1Þ ¼ Ker

C

CA

..

.

CAn�1

2
664

3
775 ¼: V : ð3:5:3Þ

We will call matrix V the observability matrix of system (3.5.2). It is now not difficult to

show that (see Exercises) the system (3.5.2) is observable if and only if Vðt1Þ ¼ f0g or,

equivalently, matrix V has full column rank n.

By transposition of V we see that the system (3.5.2) is observable if and only if

VT ¼ ½CT ; ATCT ; AT2

CT ; � � � ; ATðn�1Þ
CT �

has full row rank. The following theorem reformulates this result.

Theorem 3.21

ðC;AÞ is observable if and only if ðAT ;CTÞ is controllable. &

Using this result Corollary 3.53 then yields the next characterizations to verify whether

system (3.5.2) is observable.

Corollary 3.22

The following are equivalent:

1. ðC;AÞ is observable.

2. The matrix
A� �I

C

� �
has full column rank for all � 2 C.
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3. The eigenvalues of Aþ LC can be freely assigned (with the restriction that complex

eigenvalues are in conjugate pairs) by a suitable choice of L.

4. The observability matrix V has full column rank. &

Example 3.19

1. Let A1 ¼ 1 0

2 �1

� �
and C ¼ 1; 0½ �. Then the observability matrix V ¼ 1 0

1 0

� �
. C

has not full column rank, therefore ðC;A1Þ is not observable.
2. Let A2 ¼ 1 2

0 �1

� �
and C as before. Then the observability matrix C ¼ 1 0

1 2

� �
. C

has full column rank, therefore ðC;A2Þ is observable. &

A similar role to that played by stabilizability in controlling a system ultimately

towards the zero state is played by the notion detectability in determining all initial states

of the system which do not ultimately converge to zero. Stated differently, we will call the

system (3.5.2) detectable if all initial states which do not converge to zero are observable.

The idea is that all states which do not automatically converge to zero might cause

problems in controlling the system. Therefore, we want at least to be able to identify

(detect or observe) those states. This idea gives rise to the following definition of

detectability

Definition 3.11

The dynamical system described by equation (3.5.2), or the pair ðC;AÞ, is called

detectable if Aþ LC is stable for some L. &

This definition then leads to the following relationship between detectability and

stabilizability (see Theorem 3.20).

Corollary 3.23

ðC;AÞ is detectable if and only if ðAT ;CTÞ is stabilizable. &

From this relationship we obtain, using Theorem 3.20 again, the next characterizations

for detectability of a pair ðC;AÞ. In particular one can see from these characterizations

that an observable system is also always detectable, a property which could also have

been derived directly from the definitions.

Theorem 3.24

The following are equivalent:

1. ðC;AÞ is detectable.
2. The matrix

A� �I
C

� �
has full column rank for all � 2 Cþ

0 .
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3. There exists a matrix L such that the eigenvalues of Aþ LC are all located in the left

half of the complex plane, C�.

Example 3.20

Consider A ¼
3 0 0

0 2 0

0 0 �1

2
4

3
5 and C ¼ 1; 1; 0½ �. Then

A� �I
C

� �
¼

3� � 0 0

0 2� � 0

0 0 �1� �
1 1 0

2
664

3
775:

Obviously for � 2 Cþ
0 which are not an eigenvalue of matrix A, matrix A is invertible and,

consequently, the above matrix has full column rank. Therefore, only � ¼ 3 and � ¼ 2

require a further inspection of this matrix. For � ¼ 3 this matrix equals

0 0 0

0 �1 0

0 0 �4

1 1 0

2
664

3
775,

which clearly has full column rank too. In a similar way one verifies that for � ¼ 2 the

matrix also has full column rank. So, ðC;AÞ is detectable. &

3.6 Performance specifications

In this book it is assumed that all players have clear preferences, represented by a

quadratic utility function. Below, the standard framework that will be used throughout the

book will be presented. Then, a number of extensions are discussed and it is shown how

they can be reformulated into the standard framework.

Our standard framework is the two-person differential game in which player 1

minimizes the quadratic cost function

ðT
0

fxTðtÞQ1xðtÞ þ u1ðtÞTR1u1ðtÞgdt þ xTðTÞQ1TxðTÞ ð3:6:1Þ

and player 2 minimizes

ðT
0

fxTðtÞQ2xðtÞ þ u2ðtÞTR2u2ðtÞgdt þ xTðTÞQ2TxðTÞ: ð3:6:2Þ

The state equation is given by

_xxðtÞ ¼ AxðtÞ þ B1u1ðtÞ þ B2u2ðtÞ; xð0Þ ¼ x0: ð3:6:3Þ

In this framework xðtÞ is the state of the system, uiðtÞ is the control variable of player i,

and T is either a finite or infinite planning horizon. Furthermore, all matrices are constant.
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Without loss of generality, we assume that the matrices Qi and Ri in the cost functions are

symmetric. This is because since if this were not the case, for instance xTQx could be

rewritten as
1

2
xTQxþ 1

2
xTQx ¼ 1

2
xTQxþ ð1

2
xTQxÞT

¼ xT
1

2
Qxþ xT

1

2
QTx

¼ xT
1

2
ðQþ QTÞx;

where the matrix 1
2
ðQþ QTÞ is clearly symmetric. In this set-up it is assumed that any use

of its instruments is disliked by each player. That is, the matrices Ri; i ¼ 1; 2 are positive

definite.

The expressions xTðTÞQiTxðTÞ; i ¼ 1; 2; denote the cost associated with the terminal

state of the system, xðTÞ, and is usually called the scrap value. The interpretation of this

term depends on the application context. Usually it is interpreted as an estimate for the

cost incurred after the planning horizon, e.g. for shutting down a factory, or revenues

obtained beyond the planning horizon.

For the infinite planning horizon case we require the closed-loop system to be stable.

Therefore this scrap-value term is then dropped. Moreover, if the planning horizon is

infinite, we will only consider the case that all matrices do not depend on time (the time-

invariant case).

In the above formulation of the standard framework it is assumed that player 1 is not

concerned about the control efforts used by the second player, and vice versa. In fact later

on we do include such considerations. In the cost function for player 1 an additional

quadratic term uT2R12u2 is then included where R12 is a symmetric matrix (and a similar

adaptation is performed for player 2’s cost function). By doing so one can, for example,

use the obtained theoretical insights to draw conclusions for the class of so-called zero-

sum games, where the costs for one player are the benefits for the other player. For the

sake of simplicity this extension is, however, ignored in the current section.

Linear quadratic differential games can be used in various fields of applications to

analyze conflict situations. Therefore, the specific interpretation of the state and control

variables can differ enormously. In the next section a number of examples are given with

a different background. To fix the idea it is enough for the moment to consider the

interpretation that is often used in economics. There the state and control variables are

assumed to describe deviations of certain economic variables from their target values or

their long-run equilibrium levels. The cost functions then describe the goal of the decision

makers to minimize deviations from these targets, where every deviation is quadratically

penalized.

Next we comment on a number of straightforward extensions to the standard frame-

work sketched above.

I. The N-player case

The generalization to N players reads as follows. Now, all N players want to minimize

their cost function

Ji :¼
ðT
0

fxTðtÞQiðtÞxðtÞ þ uiðtÞTRiðtÞuiðtÞgdt þ xTðTÞQiðTÞxðTÞ ð3:6:4Þ
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subject to the dynamics of the system described by

_xxðtÞ ¼ AðtÞxðtÞ þ
XN
i¼1

BiðtÞuiðtÞ; xð0Þ ¼ x0: ð3:6:5Þ

The matrices QiðtÞ and RiðtÞ are again symmetric in this formulation and Ri are again

assumed to be positive definite.

The corresponding equilibrium strategies will usually be stated without proof. This,

since the proofs are straightforward generalizations of the two-player case.

II. Discounting

Particularly in problems with an economic background it is often natural to discount

future losses to obtain an accurate description of the present value of total future losses. In

those cases player i, i ¼ 1; 2, is assumed to minimize the cost function

Ji :¼
ðT
0

e�rtfyTðtÞQiyðtÞ þ vTi ðtÞRiviðtÞgdt ð3:6:6Þ

where r is the discount factor, subject to the dynamical state equation

_yyðtÞ ¼ AyðtÞ þ B1v1ðtÞ þ B2v2ðtÞ; yð0Þ ¼ x0: ð3:6:7Þ

Introducing xðtÞ :¼ e�
1
2
rtyðtÞ and uiðtÞ :¼ e�

1
2
rtviðtÞ this problem can be rewritten as

Ji ¼
ðT
0

e�
1
2
rtyTðtÞQie

�1
2
rtyðtÞ þ e�

1
2
rtvTi ðtÞRie

�1
2
rtviðtÞ

n o
dt

¼
ðT
0

xTðtÞQixðtÞ þ uTi ðtÞRiuiðtÞ
� �

dt;

where

_xxðtÞ ¼ d

dt
e�

1
2
rtyðtÞ

n o
¼ � 1

2
re�

1
2
rtyðtÞ þ e�

1
2
rt _yyðtÞ

¼ � 1

2
rxðtÞ þ e�

1
2
rtðAyðtÞ þ B1v1ðtÞ þ B2v2ðtÞÞ

¼ ðA� 1

2
rIÞxðtÞ þ B1u1ðtÞ þ B2u2ðtÞ:

So discounting future losses by a factor r can be included into our standard framework by

just replacing matrix A by A� 1
2
rI.

In case the two players have different opinions about the discounting rate of future cost,

the same approach can be used to reformulate the problem into the standard framework.

Assume that player i discounts his future losses by a factor ri. Introducing then
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xiðtÞ :¼ e�
1
2
rityðtÞ and uiðtÞ :¼ e�

1
2
rtviðtÞ, the cost functions can be rewritten along the lines

above as

Ji ¼
ðT
0

xTi ðtÞQixiðtÞ þ uTi ðtÞRiuiðtÞ
� �

dt;

where xiðtÞ; i ¼ 1; 2 satisfy the differential equation

_xxiðtÞ ¼ ðA� 1

2
riIÞxiðtÞ þ B1u1ðtÞ þ B2u2ðtÞ; xið0Þ ¼ x0:

Next, introduce as the state variable xTðtÞ :¼ xT1 ðtÞ; xT2 ðtÞ
	 


. Then the problem is

equivalent to finding the equilibrium strategies for the standard problem with cost

function for player 1

J1 ¼
ðT
0

xTðtÞ Q1 0

0 0

� �
xðtÞ þ uT1 ðtÞR1u1ðtÞ

� �
dt;

and cost function for player 2

J2 ¼
ðT
0

xTðtÞ 0 0

0 Q2

� �
xðtÞ þ uT2 ðtÞR2u2ðtÞ

� �
dt:

The dynamics of the system are described by

_xxðtÞ ¼ A� 1
2
r1I 0

0 A� 1
2
r2I

� �
xðtÞ þ B1

B1

� �
u1ðtÞ þ B2

B2

� �
u2ðtÞ; xTð0Þ ¼ xT0 ; xT0

	 

:

ð3:6:8Þ
If one considers discounting where both players have their own specification ri of the

discount factor which differs for both players, then there is a subtle point which one

should keep in mind if one considers an infinite planning horizon. This is best illustrated

by first considering the case that both players choose the same discount factor. We will

see later on that the notion of stabilizability of the matrix pairs ðA; BiÞ; i ¼ 1; 2, is a

requirement that has to be satisfied by the system (which we will call individual

stabilizability for the moment). Now, if the matrix pairs ðA;BiÞ are stabilizable by

Theorem 3.20 the matrices A� �I; Bi½ � have full row rank for all complex numbers

� 2 Cþ
0 . If matrix A is substituted by matrix A� 1

2
I, with r > 0, it is clear that the matrix

A� 1
2
rI; Bi

	 

will have full row rank too for all � in the complex plane that have a real

part equal or larger than 1
2
r. So, the discounted system is stabilizable too.

This, unfortunately, does not hold in the case where both players choose a different

discount factor. That is, individual stabilizability of the original system _yy ¼ Ayþ B1v1þ
B2v2 does not imply that the transformed system (3.6.8) has this property too. So,

individual stabilizability of this system (3.6.8) has to be imposed instead of individual

stabilizabilty of the original system if, in the theory dealing with the standard framework,

individual stabilizability of the system is required. Example 3.21 illustrates this

point.
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Example 3.21

Consider A ¼
3 0 0

0 2 0

0 0 �1

2
4

3
5 and B1 ¼ B2 ¼

1

1

0

2
4
3
5. Then both ðA;B1Þ and ðA;B2Þ are

stabilizable (see Example 3.18). In particular this also implies that with B :¼ B1; B2½ �
ðA;BÞ is also stabilizable. Next consider a discount factor r1 ¼ 4 by player 1 and a

discount factor r2 ¼ 2 by player 2. Then matrix

A� 1
2
r1I � �I 0 B1 B2

0 A� 1
2
r2I � �I B1 B2

" #

¼

1� � 0 0 0 0 0 1 1

0 �� 0 0 0 0 1 1

0 0 �3� � 0 0 0 0 0

0 0 0 2� � 0 0 1 1

0 0 0 0 1� � 0 1 1

0 0 0 0 0 �2� � 0 0

2
666666664

3
777777775
:

It is easily verified that for� ¼ 1 thismatrix does not have full row rank. So, the transformed

system is not stabilizable and, consequently, not individually stabilizable. &

For completeness, we state below the conditions under which stabilizability of the

standard system ðA;BÞ implies stabilizability of the transformed system.

Proposition 3.25

Assume ðA;BÞ is stabilizable and ri > 0. Then
A� r1I 0

0 A� r2I

� �
;

B

B

� �� �
is stabiliz-

able if and only if for all � 2 	ðA� r1IÞ \ 	ðA� r2IÞ \ Cþ
0 the following property holds

Span NððA� ðr1 þ �ÞIÞTÞ;NððA� ðr2 þ �ÞIÞTÞ� � \ NðBTÞ ¼ f0g: &

A proof of this result is provided in the Appendix to this chapter. Notice that, in case the

matrices A� r1I and A� r2I have no unstable eigenvalues in common, the conditions

stated in Proposition 3.25 are trivially satisfied. So, under these conditions the trans-

formed system is stabilizable provided the standard system ðA;BÞ is stabilizable.

III. Cost functions containing cross products

Consider the case that the cost functions contain cross-product terms. That is, player i

minimizes the quadratic cost function

ðT
0

xTðtÞQixðtÞ þ 2xTðtÞSiviðtÞ þ viðtÞTRiviðtÞ
� �

dt; i ¼ 1; 2; ð3:6:9Þ

subject to the standard state equation

_xxðtÞ ¼ AxðtÞ þ B1v1ðtÞ þ B2v2ðtÞ; xð0Þ ¼ x0; ð3:6:10Þ
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where both Qi and Ri are symmetric; Ri is additionally assumed to be positive definite,

and Si is an arbitrary matrix.

To reduce this problem to the one covered by the standard case consider the following

identity, obtained by completing the square:

xTQixþ 2xTSivi þ vTi Rivi ¼ ðvi þ R�1
i STi xÞTRiðvi þ R�1

i STi xÞ þ xTðQi � SiR
�1
i STi Þx:

Introducing

ui ¼ vi þ R�1
i STi x

the standard system (3.6.10) becomes equivalent to

_xxðtÞ ¼ ðA� B1R
�1
1 ST1 � B2R

�1
2 ST2 ÞxðtÞ þ B1u1ðtÞ þ B2u2ðtÞ; xð0Þ ¼ x0; ð3:6:11Þ

and the cost functions are equivalent to

ðT
0

xTðtÞðQi � SiR
�1
i STi ÞxðtÞ þ uiðtÞTRiuiðtÞ

� �
dt; i ¼ 1; 2: ð3:6:12Þ

So, the equilibrium strategies for problem (3.6.9) and (3.6.10) can be found by

determining the equilibrium strategies for the standard problem (3.6.11) and (3.6.12).

The following statements hold.

1. The equilibrium strategies u	i and v
	
i of both problems are related by u	i ¼ v	iþ R�1

i STi x.

2. The optimal costs for the two problems are the same.

3. The closed-loop trajectories (when the equilibrium strategies are implemented) are the

same.

Finally notice that concerning the individual stabilizability issue there are again

problems here. That is, if the pairs ðA;BiÞ; i ¼ 1; 2; are stabilizable the pairs

ðA� B1R
�1
1 ST1 � B2R

�1
2 ST2 ;BiÞ may not be stabilizable.

IV. Affine systems and cost functions

The next extension we consider is when the system dynamics are subject to exogenous

terms and/or the cost functions of the players contain linear terms. As we will see in this

case, by making some redefinitions the problem can be reformulated as a standard

problem. Assume that player i likes to minimize the quadratic cost function

ðT
0

yTðtÞQiyðtÞ þ 2sTi yðtÞ þ 2yTVivi þ viðtÞTRiviðtÞ þ 2wT
i viðtÞ

� �
dt; i ¼ 1; 2; ð3:6:13Þ

subject to the state equation

_yyðtÞ ¼ AyðtÞ þ B1v1ðtÞ þ B2v2ðtÞ þ cðtÞ; yð0Þ ¼ x0: ð3:6:14Þ
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Here Qi and Ri are again symmetric matrices, Vi are arbitrary matrices, Ri are positive

definite, and si, wi and cðtÞ are known vectors.

This problem can be rephrased into the standard framework by introducing the artificial

state x2ðtÞ ¼ e, where e is the constant vector whose entries are all 1, that is:

eT ¼ 1; � � � ; 1½ �. With this definition, x2 is the unique solution of the differential equation

_xx2ðtÞ ¼ 0; x2ð0Þ ¼ e:

Next introduce as a new state xTðtÞ :¼ yTðtÞ; xT2 ðtÞ
	 


and CðtÞ :¼ diagfciðtÞg, where ciðtÞ
is the ith entry of cðtÞ. Using this new state xðtÞ, system (3.6.14) is equivalent to

_xxðtÞ ¼ A CðtÞ
0 0

� �
xðtÞ þ B1

0

� �
v1ðtÞ þ B2

0

� �
v2ðtÞ; xTð0Þ ¼ xT0 ; eT

	 

: ð3:6:15Þ

Introducing Si :¼ diagfsijg and Wi :¼ diagfwijg, where sij and wij are the jth entry of si
and wi, respectively, the cost functions are equivalent to

ðT
0

xTðtÞ; vTi ðtÞ
	 
 Qi Si Vi

STi 0 Wi

VT
i WT

i Ri

2
4

3
5 xðtÞ

viðtÞ
� �8<

:
9=
;dt; i ¼ 1; 2: ð3:6:16Þ

This fits into the framework of Case III, considered above. According to Case III, the

problem can be rewritten into the standard form by using the input transformation

ui ¼ vi þ R�1
i VT

i ; WT
i

	 

xðtÞ. This yields the equivalent system

_xxðtÞ ¼ A� B1R
�1
1 VT

1 � B2R
�1
2 VT

2 CðtÞ � B1R
�1
1 WT

1 � B2R
�1
2 WT

2

0 0

� �
xðtÞ

þ B1

0

� �
u1ðtÞ þ

B2

0

� �
u2ðtÞ; xTð0Þ ¼ xT0 ; eT

	 

:

ð3:6:17Þ

Whereas the equivalent cost functions are

ðT
0

xTðtÞ Qi � ViR
�1
i VT

i Si � ViR
�1
i WT

i

STi �WiR
�1
i VT

i �WiR
�1
i WT

i

� �
xðtÞ þ uiðtÞTRiuiðtÞ

� �
dt; i ¼ 1; 2: ð3:6:18Þ

Notice that this approach does not work on an infinite horizon since stabilizability of the

system is required. In this case, without making further assumptions on the exogenous

term cðtÞ in system (3.6.14) and considering discounted cost functions, the state does not

converge to zero. Although the reader might derive this case by combining the results

here and those from Case II, we will deal with this case in the next seperate Case V. This

is because one frequently encounters this model in literature.

V. Infinite horizon affine systems and discounted affine cost functions

Here we consider the case that player i minimizes the quadratic cost functionð1
0

e�rit yTðtÞQiyðtÞ þ 2sTi yðtÞ þ 2yTVi~vvi þ ~vviðtÞTRi~vviðtÞ þ 2wT
i ~vviðtÞ

� �
dt; i ¼ 1; 2;

ð3:6:19Þ
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subject to the state equation

_yyðtÞ ¼ AyðtÞ þ B1~vv1ðtÞ þ B2~vv2ðtÞ þ cðtÞ; yð0Þ ¼ x0; ð3:6:20Þ

where the notation is as in Case IV. ri denotes the discount factor of player i. We will only

deal with the case where r1 ¼ r2. The case where both discount factors differ can be

solved in a similar way to Case II and is left as an exercise to the reader. An additional

assumption is that cðtÞ satisfies the differential equation

_ccðtÞ ¼ C1cðtÞ þ C2e; cð0Þ ¼ c0;

where the eigenvalues of matrix C1 all have a real part strictly smaller than 1
2
r. Notice that

this formulation includes the particular case that cðtÞ is constant for all t.
Introducing as the new state variable

xTðtÞ :¼ e�
1
2t yTðtÞ; cTðtÞ; eT
	 


and controls vi ¼ e�
1
2
t~vvðtÞ the cost functions (3.6.19) and system (3.6.20) can be rewritten,

respectively, as

ð1
0

xTðtÞ; vTi ðtÞ
	 
 Qi 0 Si Vi

0 0 0 0

STi 0 0 Wi

VT
i 0 WT

i Ri

2
664

3
775 xðtÞ

viðtÞ
� �8>><

>>:

9>>=
>>;dt ð3:6:21Þ

and

_xxðtÞ ¼
A� 1

2
rI I 0

0 C1 � 1
2
rI C2

0 0 � 1
2
rI

2
4

3
5xðtÞ þ B1

0

0

2
4

3
5v1ðtÞ þ B2

0

0

2
4

3
5v2ðtÞ: ð3:6:22Þ

Using the approach from Case III again, this problem can be rewritten in our standard

form by using the input transformation ui ¼ vi þ R�1
i VT

i ; 0; WT
i

	 

xðtÞ. This yields the

equivalent system

_xxðtÞ ¼
A� 1

2
I � B1R

�1
1 VT

1 � B2R
�1
2 VT

2 I �B1R
�1
1 WT

1 � B2R
�1
2 WT

2

0 C1 � 1
2
rI C2

0 0 � 1
2
rI

2
64

3
75xðtÞ

þ
B1

0

0

2
64

3
75u1ðtÞ þ

B2

0

0

2
64

3
75u2ðtÞ; xTð0Þ ¼ xT0 ; cT0 ; eT

	 

; ð3:6:23Þ

whereas the equivalent cost functions are

ð1
0

xTðtÞ
Qi � ViR

�1
i VT

i 0 Si � ViR
�1
i WT

i

0 0 0

STi �WiR
�1
i VT

i 0 �WiR
�1
i WT

i

2
4

3
5xðtÞ þ uiðtÞTRiuiðtÞ

8<
:

9=
;dt; i ¼ 1; 2:

ð3:6:24Þ
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Notice that system (3.6.23) is in general not individually stabilizable if the original

system (3.6.19) is individually stabilizable.

VI. Tracking systems

In fact a special case of Case IVare the systems in which each of the players likes to track

a prespecified state trajectory using a prespecified ideal control path. That is, player i likes

to minimize the quadratic cost function

ðT
0

ðyðtÞ � �yyiðtÞÞTQiðyðtÞ � �yyiðtÞÞ þ ðviðtÞ � �vviðtÞÞTRiðviðtÞ � �vviðtÞÞ
� �

dt; i ¼ 1; 2;

ð3:6:25Þ

subject to the state equation

_yyðtÞ ¼ AyðtÞ þ B1v1ðtÞ þ B2v2ðtÞ; yð0Þ ¼ x0; ð3:6:26Þ

where Qi, Ri are again symmetric matrices, Ri are positive definite and �yyi and �vvi are
prespecified ideal state and control paths, respectively. Introducing ui :¼ vi � �vvi this

problem can be rewritten into the framework studied in Case IV. The cost functions

become

ðT
0

fyTðtÞQiyðtÞ � 2�yyTi ðtÞQiyðtÞ þ uTi ðtÞRiuiðtÞgdt þ
ðT
0

�vvTi ðtÞQi�vviðtÞdt; i ¼ 1; 2; ð3:6:27Þ

whereas the state equation is equivalent to

_yyðtÞ ¼ AyðtÞ þ B1u1ðtÞ þ B2u2ðtÞ þ cðtÞ; yð0Þ ¼ x0; ð3:6:28Þ

where cðtÞ :¼ B1�vv1ðtÞ þ B2�vv2ðtÞ. Since the second part of equation (3.6.27) does not

depend on the controls used by the different players, this cost and state description

completely fits with (3.6.13) and (3.6.14).

In a similar way one can deal with the infinite horizon case, but notice that the

approach taken in Case V requires that a combination of the ideal paths should satisfy a

differential equation analogous to the one we formulated for the exogenous term cð:Þ.
If we assume a priori that the prespecified state and control paths are formulated by

both players consistent with the system, then we can pursue a more direct approach

invoking a different transformation. That is, assume that �yyi are both differentiable and

generated according the differential equation

_�yy�yyiðtÞ ¼ A�yyiðtÞ þ B1�vv1ðtÞ þ B2�vv2ðtÞ; �yyið0Þ ¼ �yiyi0; i ¼ 1; 2:

Then, with yiðtÞ :¼ yðtÞ � �yyiðtÞ and ui as above, equations (3.6.25) and (3.6.26) (with

T ¼ 1) can be rewritten as

ð1
0

yTi QiyiðtÞ þ uTi ðtÞRiuiðtÞ
� �

dt; i ¼ 1; 2; ð3:6:29Þ
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and

_yyiðtÞ ¼ AyiðtÞ þ B1v1ðtÞ þ B2v2ðtÞ; yið0Þ ¼ x0 � �yiyi0: ð3:6:30Þ

Introducing the state variable xTðtÞ :¼ yT1 ; yT2
	 


(3.6.29,3.6.30) can then be rewritten into

the standard framework.

Notice that if we consider discounted cost functions, the class of prescribed ideal

control and state trajectories can be chosen to be much larger by using a similar approach

to Case V. This already leads us to the final remark we want to make here, which is, that

by considering any combination of the above cases we obtain a large class of problems

which can all be analyzed using our standard framework.

3.7 Examples of differential games

In this section we present a number of examples which fit into the standard framework

presented above.

Example 3.22 Monetary and fiscal policy interaction
in the EMU

This model was presented by van Aarle et al. (2001) and extends the policy modelling

approach taken by Neck and Dockner (1995).

To study macroeconomic policy design in the European Monetary Union (EMU) the

next comprehensive model is considered. It is assumed that the EMU consists of two

symmetric, equal sized (blocks of) countries that share a common central bank, the ECB.

External interaction of the EMU countries with the non-EMU countries and also the

dynamic implications of government debt and net foreign asset accumulation are ignored.

The model consists of the following equations:

y1ðtÞ ¼ �1sðtÞ � 
1r1ðtÞ þ �1y2ðtÞ þ �1f1ðtÞ ð3:7:1Þ
y2ðtÞ ¼ ��2sðtÞ � 
2r2ðtÞ þ �2y1ðtÞ þ �2f2ðtÞ ð3:7:2Þ
sðtÞ ¼ p2ðtÞ � p1ðtÞ ð3:7:3Þ
riðtÞ ¼ iEðtÞ � _ppiðtÞ; i ¼ 1; 2; ð3:7:4Þ

miðtÞ � piðtÞ ¼ 
iyiðtÞ � �iiEðtÞ; i ¼ 1; 2; ð3:7:5Þ
_ppiðtÞ ¼ �iyiðtÞ; i ¼ 1; 2; ð3:7:6Þ

in which yi denotes the real output, s competitiveness of country 2 vis-à-vis country 1, ri
the real interest rate, pi the price level, fi the real fiscal deficit, iE the nominal interest rate

and mi the nominal money balances of country (block) i 2 f1; 2g. All variables are in

logarithms, except for the interest rate which is in perunages. The variables denote

deviations from their long-term equilibrium (balanced growth path) that has been

normalized to zero, for simplicity.

Equations (3.7.1) and (3.7.2) represent output in the EMU countries as a function of

competitiveness in intra-EMU trade, the real interest rate, the foreign output and the
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domestic fiscal deficit. Competitiveness is defined in equation (3.7.3) as the output price

differential. Real interest rates are defined in equation (3.7.4) as the difference between

the EMU-wide nominal interest rate, iE, and domestic inflation. Notice that equation

(3.7.4) implies that, temporarily, real interest rates may diverge among countries if

inflation rates are different. Equation (3.7.5) provides the demand for the common

currency where it is assumed that the money market is in equilibrium. The structural

model (3.7.1–3.7.6) models an integrated economy with several kinds of cross-country

effects. Besides the common nominal interest rate there are two other important direct

cross-country spillovers that affect domestic output: (i) the intra-EMU competitiveness

channel (as measured by the elasticity �), and (ii) the foreign output channel (as measured

by the elasticity �).
It is assumed that the common nominal interest rate is set by the ECB (that is, an

interest rate targeting approach is proposed here). Domestic output and inflation are

related through a Phillips curve type relation in equation (3.7.6).

The model (3.7.1)–(3.7.6) can be reduced to two output equations:

y1ðtÞ ¼ b1sðtÞ � c1iEðtÞ þ a1f1ðtÞ þ �1
k1

a2f2ðtÞ ð3:7:7Þ

y2ðtÞ ¼ �b2sðtÞ � c2iEðtÞ þ �2
k2

a1f1ðtÞ þ a2f2ðtÞ ð3:7:8Þ

in which ai; bi; ci; ki and �i (below) are parameters related to the original model para-

meters (see van Aarle, Engwerda and Plasmans (2002) for details). The dynamics of the

model are then represented by the following first-order linear differential equation with

competitiveness, sðtÞ, as the scalar state variable and the national fiscal deficits, fiðtÞ
i ¼ 1; 2, and the common interest rate, iEðtÞ, as control variables:

_ssðtÞ ¼ �4sðtÞ � �1f1ðtÞ þ �2f2ðtÞ þ �3iEðtÞ; sð0Þ ¼ s0: ð3:7:9Þ

The initial value of the state variable, s0, measures any initial disequilibrium in intra-

EMU competitiveness. Such an initial disequilibrium in competitiveness could be the

result of, for example, differences in fiscal policies in the past or some initial disturbance

in one country.

The aim of the fiscal authorities is to use their fiscal policy instrument such that the

following quadratic loss functions are minimized. The loss functions express the coun-

tries’ concern towards domestic nominal inflation, domestic real output and domestic real

fiscal deficit6.

min
fi

Ji ¼ min
fi

ð1
0

e��t �i _pp
2
i ðtÞ þ �iy

2
i ðtÞ þ �if

2
i ðtÞ

� �
dt; i ¼ 1; 2: ð3:7:10Þ

Here � denotes the rate of time preference and �i, �i and �i ði 2 f1; 2gÞ represent

preference weights that are attached to the stabilization of inflation, output and fiscal

6Note that in a monetary union the fiscal players are assumed not to have any direct control over
the nominal interest rate since this control is generally left to the common central bank.
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deficits, respectively. Preference for a low fiscal deficit reflects the goal to prevent

excessive deficits. This aim is on the one hand a reflection of the rules that

were agreed in the Stability and Growth Pact (SGP) that sanctions such excessive

deficits in the EMU. On the other hand, costs could also result from undesirable debt

accumulation and intergenerational redistribution that high deficits imply and, in that

interpretation, �i could also reflect the priority attached to fiscal retrenchment and

consolidation.

As stipulated in the Maastricht Treaty, the ECB directs the common monetary policy

towards stabilizing inflation and, as long as this is not in contradiction to inflation

stabilization, stabilizing output in the aggregate EMU economy. Moreover, we will

assume that the active use of monetary policy implies costs for the monetary policy-

maker: all other things being equal it would like to keep its policy instrument constant,

avoiding large swings. Consequently, we assume that the ECB is confronted with the

following optimization problem:

min
iE

JAE ¼ min
iE

ð1
0

e��t �1E _pp1ðtÞ þ �2E _pp2ðtÞð Þ2 þ �1Ey1ðtÞ þ �2Ey2ðtÞð Þ2þ�Ei
2
EðtÞ

n o
dt:

ð3:7:11Þ

Alternatively, one could consider a case where the ECB is governed by national interests

rather than by EMU-wide objectives. In that scenario, the ECB would be a coalition of the

former national central banks that decide cooperatively on the common monetary policy

that is based on individual, national interests rather than on EMU-wide objectives. In this

scenario the monetary policy of the ECB will typically be more sensitive to individual

country variables. Then the ECB seeks to minimize a loss function, which is assumed to

be quadratic in the individual countries’ inflation rates and outputs – rather than in EMU-

wide inflation and output as in equation (3.7.11) – and the common interest rate. That is,

it considers

min
iE

JNE ¼ min
iE

ð1
0

e��t �1E _pp
2
1ðtÞ þ �2E _pp

2
2ðtÞ þ �1Ey

2
1ðtÞ þ �2Ey

2
2ðtÞ þ �Ei

2
EðtÞ

� �
dt:

ð3:7:12Þ

The loss function in equation (3.7.12) can also be interpreted as a loss function in which

the ECB is a coalition of national central bankers who all have a share in the decision

making proportional to the size of their economies.

Below, we will only further elaborate the model if the ECB objective is represented by

equation (3.7.11). In a similar way the appropriate formulae can be obtained if equation

(3.7.12) is used as the ECB’s performance criterion.

Using equation (3.7.6), equation (3.7.10) and (3.7.11) can be rewritten as:

Ji ¼ di

ð1
0

e��t y2i ðtÞ þ
�i

di
f 2i ðtÞ

� �
dt; i ¼ 1; 2; ð3:7:13Þ

JAE ¼
ð1
0

e��t d1Ey
2
1ðtÞ þ d2Ey

2
2ðtÞ þ 2d3Ey1ðtÞy2ðtÞ þ �Ei

2
EðtÞ

� �
dt; ð3:7:14Þ
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where di :¼ �i�
2
i þ �i, diE :¼ �2

iE�
2
i þ �2

iE with i ¼ 1; 2; and d3E :¼ �1E�2E�1�2þ
�1E�2E.

7

Defining xTðtÞ :¼ ½sðtÞ; f1ðtÞ; f2ðtÞ; iEðtÞ�, equation (3.7.7) and (3.7.8) can be rewrit-

ten as

y1ðtÞ ¼ b1; a1;
�1
k1

a2;�c1

� �
xðtÞ ¼: m1xðtÞ

y2ðtÞ ¼ �b2;
�2
k2

a1; a2;�c2

� �
xðtÞ ¼: m2xðtÞ:

Introducing ej as the jth standard basis vector of R4 (i.e. e1 :¼ ½1 0 0 0�T , etc.), Mi :¼
mT

i mi þ �i

di
eTiþ1eiþ1; i ¼ 1; 2, and MA

E :¼ d1Em
T
1m1 þ d2Em

T
2m2 þ 2d3Em

T
1m2 þ �Ee

T
4 e4, the

policy makers’ loss functions (3.7.13)–(3.7.14) can be written as:

Ji ¼ di

ð1
0

e��t xTðtÞMixðtÞ
� �

dt; i ¼ 1; 2; ð3:7:15Þ

JAE ¼
ð1
0

e��t xTðtÞMA
ExðtÞ

� �
dt: ð3:7:16Þ

This formulation of the problem fits into the framework we considered in Cases II and III.

Using the transformations outlined there, the model can then be rewritten into the

standard framework. &

Example 3.23 The transboundary acid rain problem

This problem was presented by Mäler and de Zeeuw (1998). Suppose there is a group

of n countries emitting ei; i ¼ 1; � � � ; n, tons of sulfur or nitrogen oxides (for short:

sulfur). This sulfur is partly transferred to other countries by winds. Let matrix B denote

the transport matrix. So, entry bij is the fraction of country j’s emissions ej that is

deposited in country i. Then Be is the vector of depositions in the n countries as a

consequence of the emissions by the same countries. In addition to this each of the

countries receives the so-called ‘background’ depositions from the countries outside the

group as well as from the sea, which are assumed to be a given.

At the beginning of the acidification process no damage is done to the soil and even

more nutrients become available for plants, but for simplicity we will ignore this aspect

here. Above a certain critical load the acid buffer stock decreases and the depletion di of

this buffer stock indicates how much damage is done to the soil in country i, i ¼ 1; � � � ; n.
In fact there are different acid buffers which are depleted one by one. As long as the

acidification process is in the first acid buffer, the soil becomes less productive but can

recover when the depositions are at, or below, the critical load again, so that the damage is

reversible. However, when this buffer is depleted, the soil cannot recover and will loose

some of its productivity for ever. Moreover, when the last acid buffer is depleted, the soil

7In the case that national variables feature in the ECB objective function, as in equation (3.7.12),
diE ¼ �iE�

2
i þ �iE with i ¼ f1; 2g and d3E ¼ 0.
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will even become non-productive. We will model this acidification process for the first

buffer stock.

Critical loads are given as grams of sulfur per year per square meter and can differ

substantially from one region to the other, depending on the characteristics of the soil, the

bedrock, the vegetation cover, the precipitation, etc. Since the analysis is performed at the

aggregation level of countries, a measure is needed for a country’s critical load. In Mäler

and de Zeeuw (1998) it is indicated (and actually computed) how a rough estimate of

these critical loads can be obtained. If the background depositions were to exceed the

critical load in one of the countries, the group cannot control the acidification process in

that country. Therefore it is assumed that this is not the case. In fact, the difference

between the total depositions and the critical loads does matter. Therefore, the back-

ground depositions can be subtracted on both sides, so that the starting point of the

analysis consists of the internal depositions Be, on the one hand, and the critical loads

minus the background depositions, denoted by the vector c, on the other hand. Each

country faces the trade-off between the costs of reducing emissions and the benefits of

lower damage to the environment. Each country chooses a time path for its emissions

with the objective to minimize a discounted stream of costs and damages subject to the

depletion of the acid buffer stocks. Therefore, the problem of country i can be formulated

as the optimal control problem to minimize w.r.t. ei the cost function

ð1
0

e�rtfCiðeiðtÞÞ þ DiðdiðtÞÞgdt; i ¼ 1; � � � ; n;

subject to the state equation

_ddðtÞ ¼ BeðtÞ � c; dð0Þ ¼ d0;

where r denotes the interest rate, C the cost function of the reduction of the emissions and

D the damage function of the depletion of the acid buffer stocks. In the analysis, the

steady-state levels of the depletion are simply used as an indicator of how serious the

situation is. Next assume that the cost and damage functions are given by

CiðeiÞ ¼ 
iðei � �eeiÞ2; DiðdiÞ ¼ �id
2
i ; 
i > 0; �i > 0

where �eei are a set of prespecified values which are chosen such that countries with lower

per capita sulfur emissions have higher marginal emission reduction costs. It is clear

again that by a combination of Cases II and V this problem can be written into our

standard framework. &

Example 3.24 Dynamic duopoly with ‘sticky’ prices

This model is based on the model presented by Fershtman and Kamien (1987) (see also

Dockner et al., 2000).

In this example we consider dynamic duopolistic competition in a market for a

homogeneous good. That is, we consider a market with only two sellers offering an
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identical product, e.g. two companies that produce water, safe for drinking. It is assumed

that the market price does not adjust instantaneously to the price indicated by the demand

function. There is a lag in the market price adjustment so the price is said to be ‘sticky’.

This scenario is modelled as a differential game where the dynamics describe the

evolution of market price over time. The dynamics include the reasonable feature that,

when the parameter measuring the speed of price adjustment tends to infinity, price

converges to its value on the demand function.

The model assumptions are as follows. Demand is linear in price, and production costs

are quadratic in output. Denote by uiðtÞ � 0 the output rate of company i; i ¼ 1; 2. The
relationship between the output of both companies and the price (the linear instantaneous

inverse demand function) is given by pðtÞ ¼ a� ðu1ðtÞ þ u2ðtÞÞ, where pðtÞ is the market

price at time t and a > 0 is a constant. To model that the market price does not adjust

instantaneously to the price indicated by the demand function we let the rate of change of

the market price be a function of the difference between the current market price and the

price indicated by the linear demand function (for any particular aggregate output). That

is

_ppðtÞ ¼ sfa� ðu1ðtÞ þ u2ðtÞÞ � pðtÞg; pð0Þ ¼ p0; ð3:7:17Þ

where s 2 ð0;1Þ is the adjustment speed parameter. Notice that for larger values of s the

market price adjusts quicker along the demand function. For simplicity, the companies

are assumed to have a quadratic production cost function CðuiÞ :¼ ciui þ u2i , where

ci 2 ð0; aÞ; i ¼ 1; 2, are fixed parameters. Consequently, the discounted profit of com-

pany i is given by

Jiðu1; u2Þ ¼
ð1
0

e�rtfpðtÞuiðtÞ � ciuiðtÞ � 1

2
u2i ðtÞgdt; ð3:7:18Þ

in which r > 0 is the discount rate. This model formulation (3.7.17) and (3.7.18) fits into

the affine discounted linear quadratic framework (if we ignore for the moment the fact

that ui � 0). &

Example 3.25 Robust control: the H11 disturbance
attenuation problem

Consider the next Philips multiplier-accelerator model, to represent the dynamics of an

economic system for which an optimal stabilization policy is to be designed. This model

is represented by the pair of equations

yðtÞ ¼ ð1� �ÞxðtÞ þ � _xxðtÞ þ gðtÞ; � 2 ð0; 1Þ; � > 0; ð3:7:19Þ
_xxðtÞ ¼ 
ðyðtÞ � xðtÞÞ; xð0Þ ¼ x0; 
 > 0: ð3:7:20Þ

Equation (3.7.19) is the Harrodian demand relation specifying current demand y as the

sum of private sector demand ð1� �Þxþ � _xx and public sector demand g. Equation

(3.7.20) represents the dynamic adjustment mechanism of supply x to demand y. The

variables x; y and g are assumed to be measured as deviations from levels defining a
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desired equilibrium position. Substitution of equation (3.7.19) into equation (3.7.20) after

some rewriting yields the following reduced form model

_xxðtÞ ¼ ���xðtÞ þ �gðtÞ; xð0Þ ¼ x0; � ¼ 


1� �

: ð3:7:21Þ

The objective is to design for this system an optimal public sector demand policy that

keeps disequilibrium income near its desired value of zero without excessive deviation of

public sector demand from its desired value, also zero. This objective can be formalized

by assuming a quadratic preference functional of the form

J0 ¼
ð1
0

fx2ðtÞ þ �g2ðtÞgdt; � > 0; ð3:7:22Þ

where � measures the relative importance of the two performance cost elements: the

larger �, the larger the cost of using the control g to force x to equilibrium.

With this, we constructed a mathematical model describing the behavior of the

economic system and formalized an objective which implicitly defines our control policy.

However, we apply this control policy to our system and not to our model. Obviously,

since we never have complete information regarding the system, the model will not

describe the real world exactly. Because we do not know how sensitive our objectives are

with respect to the differences between our model and the real system, the behavior

obtained might differ significantly from the mathematically predicted behavior. Hence

our control policy will not in general be suitable for our system and the behavior we

obtain can be completely surprising.

Therefore it is extremely important that, when we look for a control policy for our

system, we keep in mind that our mathematical model is not a perfect description of

reality. This leads to the study of robust control policies for our system. In this context

robustness means that the stability property is preserved when the control policy is used

to control a more complex model as long as the new model is close to our original model.

One approach, which stems from the 1960s, is the linear quadratic gaussian (LQG) or

H2 approach. In this approach the uncertainty is modelled as a white noise gaussian

process added as an extra input to the system (3.7.21). A disadvantage of this approach is

that uncertainty cannot always be modelled as white noise. While measurement noise can

be described quite well by a random process, this is not the case with, for example,

parameter uncertainty and external effects entering the system.

So our goal is to obtain stability where, instead of trying to obtain this for one model,

we seek one control policy which will stabilize any element from a certain class of

models. It is then hoped that a control policy which stabilizes all elements of this class of

models also stabilizes the actual system.

To that end, we consider the following adapted model of system (3.7.21)

_xxðtÞ ¼ ���xðtÞ þ �gðtÞ þ wðtÞ; xð0Þ ¼ x0; ð3:7:23Þ

where the input wðtÞ is an extraneous input representing the disturbance acting on the

system. We assume that this unknown disturbance is finite in the sense that
Ð1
0

w2ðtÞdt
exists as a finite number (i.e. wðtÞ is square integrable or, stated differently, wðtÞ 2 L2).
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With this formulation, the preference function (3.7.22) is a function of the extraneous

disturbance wðtÞ and consequently the induced optimal policy too. Since wðtÞ is unknown
this does not make any sense. So we have to adapt our preference function too. Now,

assume that our system is at time t ¼ 0 in equilibrium, i.e. x0 ¼ 0. Then, as our new goal,

we like to find that control policy which minimizes the worst possible outcome with

respect to wð:Þ of the objective function

Jðg;wÞ ¼
Ð1
0
fx2ðtÞ þ �g2ðtÞgdtÐ1

0
w2ðtÞdt : ð3:7:24Þ

Or, mathematically more precise, we need to find

�JJ :¼ inf
g
sup
w

Jðg;wÞ: ð3:7:25Þ

This should be read so that we first fix the trajectory of gð:Þ and look for that trajectory

wð:Þ for which the value of J is as large as possible, say this value equals �JJðgÞ. Next we
determine among all possible control policies gð:Þ the control policy for which the value
�JJðgÞ is as small as possible. Within this framework it is usually assumed that at any point

in time the current state of the system can be observed, so that the state can be used in the

design of the optimal control policy. Obviously, under these operating conditions one

should be able to react immediately to unexpected state deviations. Therefore, one may

hope that under these conditions a robust controller will be an effective instrument in

achieving stability in practical applications.

The value �JJ in equation (3.7.25) is called the upper value of the game. Conversely, the

lower value, J, of the game is defined as

J :¼ sup
w

inf
g
Jðg;wÞ: ð3:7:26Þ

To determine the lower value, we first consider for a fixed w the control policy which

minimizes JðwÞ and next we look for that w for which JðwÞ becomes as large as possible.

Since

sup
w

Jðg;wÞ � sup
w

inf
g
Jðg;wÞ

we see that by taking on both sides of this inequality the infimum with respect to g that

the upper value of the game is always larger than or equal to its lower value, that is

�JJ � J; ð3:7:27Þ

which clarifies the terminology.

Now assume that the game has a saddle-point solution, i.e. there exists a pair of

strategies ð�gg; �wwÞ such that

Jð�gg;wÞ � Jð�gg; �wwÞ � Jðg; �wwÞ; for all admissible g;w: ð3:7:28Þ

Then, the upper and lower value of the game coincide and the value of the game equals

Jð�gg; �wwÞ. This result is outlined in the next theorem and a proof of it can be found in the

Appendix to this chapter.
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Theorem 3.26

Assume that the game Jðg;wÞ has a saddle-point solution ð�gg; �wwÞ. Then
�JJ ¼ J ¼ Jð�gg; �wwÞ: &

Next, following the lines of Başar and Olsder (1999), assume for the moment that there

exists a control policy g	 that achieves the upper value in equation (3.7.25). Denote this

upper value by �̂�. Then equation (3.7.25) can be rewritten as

ð1
0

fx2ðtÞ þ �g2ðtÞgdt � �̂�

ð1
0

w2ðtÞdt; 8w 2 L2 ð3:7:29Þ

and there exists no other control policy g and corresponding � < �̂� such that

ð1
0

fx2ðtÞ þ �g2ðtÞgdt � �

ð1
0

w2ðtÞdt; 8w 2 L2: ð3:7:30Þ

Introducing the parameterized (in � � 0) family of cost functions

L�ðg;wÞ :¼
ð1
0

fx2ðtÞ þ �g2ðtÞgdt � �

ð1
0

w2ðtÞdt; ð3:7:31Þ

equations (3.7.29) and (3.7.30) are equivalent to the problem of finding the ‘smallest’

value of � � 0 under which the upper value of the game defined by the differential

equation (3.7.23) (with x0 ¼ 0) and objective function (3.7.31) is nonpositive, and finding

the corresponding control policy that achieves this upper value.

Now, for a fixed � � 0, consider the two-person differential game in which player 1 (the

government) minimizes w.r.t. g the quadratic cost function

J1 :¼ L�ðg;wÞ ð3:7:32Þ

and player 2 (nature) minimizes w.r.t. w the quadratic cost function

J2 :¼ �L�ðg;wÞ; ð3:7:33Þ

subject to the state equation (3.7.23). Then, if this zero-sum differential game has a Nash

solution ð�gg; �wwÞ (that is J1ð�gg; �wwÞ � J1ðg; �wwÞ and J2ð�gg; �wwÞ � J2ð�gg;wÞ),

L�ð�gg;wÞ � L�ð�gg; �wwÞ � L�ðg; �wwÞ:

So ð�gg; �wwÞ is a saddle-point solution for L�ðg;wÞ which implies, according to Theorem

3.65, that it also yields an upper value for the corresponding game. In particular (with

x0 ¼ 0) �gg delivers a performance level of at least �, that is, for all w 2 L2

ð1
0

fx2ð�ggÞ þ ��gg2gdt � �

ð1
0

w2ðtÞdt:
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Notice that in practice it may be better to consider a suboptimal controller instead of the

optimal controller that achieves the lower bound for the performance level. A suboptimal

controller achieving almost the lower bound may have additional beneficial properties

compared with optimal ones, such as ease of implementation and better performance for a

large set of disturbances that usually occur. &

3.8 Information, commitment and strategies

What information players have on the game, whether or not they can commit themself to

the proposed decisions and which control strategies are used by the different players are

essential elements in determining the outcome of a game. Without a proper specification

of these three elements, a game is ill-defined and usually leads to ambiguous statements.

Concerning the information aspect of the game we assume in this book that the players

know the system and each other’s preferences. As far as the commitment issue is

concerned we assume that all players are able to implement their decisions. With respect

to the choice of control strategies we make different assumptions. Basically, we consider

two types of strategies: strategies where players base their actions purely on the initial

state of the system and time (open-loop strategies) and strategies where players base their

actions on the current state of the system (feedback strategies). Note that the implemen-

tation of the second type of strategies requires a full monitoring of the system. To

implement this strategy each player has to know at each point in time the exact state of

the system. On the other hand, an advantage of this strategy is that as far as the

commitment issue is concerned it is much less demanding. If, due to some external cause,

the state of the system changes during the game this has no consequences for the actions

taken by the players. They are able to respond to this disturbance in an optimal way. This,

in contrast to the open-loop strategy which implies that the players cannot adapt their

actions during the game in order to account for the unforeseen disturbance without

breaking their commitment. Since all players are confronted with this commitment

promise, one might expect that under such conditions the players will try to renegotiate

on the agreed decisions. So open-loop strategies make sense particularly for those

situations where the model is quite robust or the players can commit themself strongly.

A practical advantage of the open-loop strategy is that it is, usually, numerically and

analytically more tractable than the feedback strategy.

3.9 Notes and references

There is a vast amount of literature on linear dynamical systems. Two classical works are

Kwakernaak and Sivan (1972) and Kailath (1980). Some of the more recent work which

has been done in this area is reported in, for example, Zhou, Doyle and Glover (1996) and

Polderman and Willems (1998). The last-mentioned work approaches the set of linear

systems from a so-called behavioral point of view. Models are viewed as relationships

between certain variables. The collection of all time trajectories, which the dynamical

model allows, is called the behavior of the system. The main difference with the more

conventional approach is that it does not start with an input/output representation.
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Whether such an approach may also yield additional insights in a game setting is not yet

clear.

Books which have been extensively consulted for the sections on differential equations

are Perko (2001) and Coddington and Levinson (1955). These books are very suitable for

those interested in either more or mathematical details on this topic. Finally, readers who

are interested in more elaborated examples on differential games in economics are

referred to Dockner et al. (2000).

3.10 Exercises

1. Calculate eAt for the matrices in Exercise 2.21 and Exercise 2.22.

2. Calculate the solution xðtÞ at t ¼ 2, with xð0Þ ¼ ½1; 1�T , of the nonhomogeneous

differential equations

(a) _xxðtÞ ¼ 3 �4

2 �3

� �
xðtÞ þ 1

0

� �
;

(b) _xxðtÞ ¼ �1 1

0 �1

� �
xðtÞ þ 1

e�t

� �
;

(c) _xxðtÞ ¼ �8 10

�5 6

� �
xðtÞ þ 0

1

� �
.

3. Show that the following differential equations have for every value x0 at t ¼ 0 a

solution on some interval t1 < 0 < t2.

(a) _xxðtÞ ¼ 4xðtÞ þ x3ðtÞ þ e�xðtÞ;

(b) _xxðtÞ ¼ 3xðtÞ � x3ðtÞ
e�xðtÞ þ x2ðtÞ;

(c) _xxðtÞ ¼ 2txðtÞ þ etx3ðtÞ þ t þ 1

ðt2 þ 1Þe�xðtÞ.

4. Assume that aðtÞ, bðtÞ, qðtÞ and rðtÞ are continuous functions and rðtÞ > 0 for all t.

Show that the following differential equation has, for every value k0 at t ¼ 0, a

solution on some interval ½0; t1Þ.

_kkðtÞ ¼ �2aðtÞkðtÞ þ b2ðtÞ
rðtÞ k2ðtÞ � qðtÞ:

5. Show that the following differential equations have a solution on R for every initial

value x0 at t ¼ 0.

(a) _xxðtÞ ¼ xðtÞ
1þ ex

2ðtÞ;

(b) _xxðtÞ ¼ t

1þ t4
xðtÞ.

6. Determine the equilibrium points and the local behavior of solutions near this point

for the following differential equations.

(a) _xxðtÞ ¼ x3ðtÞ � xðtÞ;
(b) _xxðtÞ ¼ xðtÞe�xðtÞ.
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7. Determine the stable, unstable and center subspaces, respectively, for the differential

equation _xxðtÞ ¼ AxðtÞ; xð0Þ ¼ x0, if matrix A equals

�1 1

0 1

� �
;

�1 1

0 �1

� �
;

3 2

�3 �2

� �
and

�3 2

�5 3

� �
:

8. Determine the equilibrium points and the local behavior of solutions near this point

for the following set of differential equations.

(a) _xx1ðtÞ ¼ x31ðtÞ � x1ðtÞ, _xx2ðtÞ ¼ x2ðtÞ � x1ðtÞ;
(b) _xx1ðtÞ ¼ x1ðtÞe�x2ðtÞ, _xx2ðtÞ ¼ ðx1ðtÞ þ 1Þx2ðtÞ.

9. Make a phase portrait for the following planar systems.

(a) _xx1ðtÞ ¼ x1ðtÞ þ x2ðtÞ � 1, _xx2ðtÞ ¼ ðx21ðtÞ þ 1Þx2ðtÞ;
(b) _xx1ðtÞ ¼ x1ðtÞ þ x2ðtÞ � 2, _xx2ðtÞ ¼ �x2ðtÞ þ x1ðtÞ;
(c) _xx1ðtÞ ¼ x21ðtÞ � x2ðtÞ, _xx2ðtÞ ¼ x2ðtÞ � x1ðtÞ;
(d) _xx1ðtÞ ¼ x22ðtÞ � 1, _xx2ðtÞ ¼ x1ðtÞ þ x2ðtÞ;
(e) _xx1ðtÞ ¼ x1ðtÞ � x22ðtÞ, _xx2ðtÞ ¼ �x2ðtÞðx1ðtÞ � 1Þ;
(f) _xx1ðtÞ ¼ �x1ðtÞ þ x22ðtÞ, _xx2ðtÞ ¼ �x2ðtÞðx1ðtÞ � 1Þ.

10. Consider the system

_xxðtÞ ¼ AxðtÞ þ BuðtÞ; yðtÞ ¼ CxðtÞ;

where A; B and C are as specified below. Verify whether this system is controllable,

stabilizable, observable and/or detectable if

(a) A ¼ 0 0

0 0

� �
; B ¼ 1 2

0 3

� �
; C ¼ 1 0

1 1

� �
;

(b) A ¼ 0 0

0 �1

� �
; B ¼ 1

1

� �
; C ¼ 2 �1½ �;

(c) A ¼ 1 1

0 �1

� �
; B ¼ 1

0

� �
; C ¼ 1 0½ �;

(d) A ¼ 1 0

4 �1

� �
; B ¼ 0

1

� �
; C ¼ 1 0½ �;

(e) A ¼ 1 0

1 2

� �
; B ¼ 1

�1

� �
; C ¼ 1 0½ �.

11. Show that equation (3.5.2) is observable if and only if Vðt1Þ ¼ f0g.

12. Show that if ðA;BiÞ; i ¼ 1; 2; is stabilizable ðAþ ½B1 B2� F1

F2

� �
;BiÞ; i ¼ 1; 2; is not

necessarily stabilizable.

13. Rewrite the following models into the standard framework

min
Ð T
0
fxTðtÞQiðtÞxðtÞ þ uTðtÞRiðtÞuðtÞgdt þ xTðTÞQTxðTÞ;

subject to _xxðtÞ ¼ AðtÞxðtÞ þ B1ðtÞuðtÞ þ B2ðtÞu2ðtÞ; xð0Þ ¼ x0.
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Indicate explicitly the values of the different matrices.

(a) minv J1 ¼
Ð 6
0
s2ðtÞ þ v2ðtÞdt; minw J2 ¼

Ð 6
0
k2ðtÞ þ 2w2ðtÞdt; where

_ssðtÞ ¼ �sðtÞ þ kðtÞ � 2vðtÞ þ wðtÞ; sð0Þ ¼ 1;
_kkðtÞ ¼ �2kðtÞ þ sðtÞ þ vðtÞ � 3wðtÞ; kð0Þ ¼ 2.

(b) minv J1 ¼
Ð 5
0
f2s2ðtÞ þ v2ðtÞgdt þ s2ð5Þ; minw J2 ¼

Ð 2
0
10k2ðtÞ þ 4w2ðtÞdt; where

_ssðtÞ ¼ �sðtÞ þ kðtÞ � 2vðtÞ þ 2wðtÞ; sð0Þ ¼ 1;
_kkðtÞ ¼ �4kðtÞ þ 2sðtÞ þ vðtÞ � 4wðtÞ; kð0Þ ¼ 1.

(c) minv J1 ¼ Ð 4
0
e�2tf2s2ðtÞ þ v2ðtÞgdt; minw J2 ¼

Ð 4
0
e�tf10k2ðtÞ þ 4w2ðtÞgdt; where

_ssðtÞ ¼ �2sðtÞ þ 2kðtÞ � 2vðtÞ þ wðtÞ; sð0Þ ¼ 1;
_kkðtÞ ¼ �2kðtÞ þ sðtÞ þ vðtÞ � wðtÞ; kð0Þ ¼ 1.

(d) minv J1 ¼
Ð 3
0
fs2ðtÞ þ v2ðtÞgdt þ 2s2ð3Þ; minw J2 ¼

Ð 3
0
k2ðtÞ þ 2w2ðtÞdt; where

_ssðtÞ ¼ �sðtÞ þ kðtÞ � 2vðtÞ þ wðtÞ þ 1; sð0Þ ¼ 1;
_kkðtÞ ¼ �2kðtÞ þ vðtÞ � 3wðtÞ þ 2; kð0Þ ¼ 1.

(e) minv J1 ¼
Ð 2
0
s2ðtÞ � 2sðtÞvðtÞ þ 2v2ðtÞdt þ s2ð2Þ;

minwJ2 ¼
Ð 2
0
2k2ðtÞ þ 2kðtÞwðtÞ þ w2ðtÞdt; where

_ssðtÞ ¼ �sðtÞ þ kðtÞ � 2vðtÞ þ wðtÞ; sð0Þ ¼ 1;
_kkðtÞ ¼ �2kðtÞ þ sðtÞ þ vðtÞ � 3wðtÞ; kð0Þ ¼ 1.

(f) minv J1 ¼
Ð 1
0
e�tfs2ðtÞ þ 2sðtÞ þ 2v2ðtÞgdt þ s2ð1Þ;

minwJ2 ¼
Ð 1
0
e�tf2k2ðtÞ � kðtÞwðtÞ þ w2ðtÞgdt þ 2k2ð1Þ; where

_ssðtÞ ¼ �sðtÞ � 2vðtÞ þ wðtÞ þ 1; sð0Þ ¼ 1;
_kkðtÞ ¼ �2kðtÞ þ sðtÞ þ vðtÞ � 3wðtÞ þ 1; kð0Þ ¼ 1.

14. Consider the problem that player i minimizes the quadratic cost function

ð1
0

e�ritfyTðtÞQiyðtÞ þ 2sTi yðtÞ þ 2yTVi~vvi þ ~vviðtÞTRi~vviðtÞ þ 2wT
i ~vviðtÞgdt; i ¼ 1; 2;

subject to the state equation

_yyðtÞ ¼ AyðtÞ þ B1~vv1ðtÞ þ B2~vv2ðtÞ þ cðtÞ; yð0Þ ¼ y0; ð3:10:1Þ

where ri denotes the discount factor of player i. Also assume that cðtÞ satisfies the

differential equation

_ccðtÞ ¼ C1cðtÞ þ C2e; cð0Þ ¼ c0;

where the eigenvalues of matrix C1 all have a real part strictly smaller than 1
2
r and

eT ¼ ½1 � � � 1�. Reformulate this game into the standard framework.

15. Assume that player i likes to minimize the quadratic cost function

ð1
0

e�rtfðyðtÞ � �yyiðtÞÞTQiðyðtÞ � �yyiðtÞÞ þ ðviðtÞ � �vviðtÞÞTRiðviðtÞ � �vviðtÞÞgdt; i ¼ 1; 2;

subject to the state equation

_yyðtÞ ¼ AyðtÞ þ B1v1ðtÞ þ B2v2ðtÞ; yð0Þ ¼ y0;
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where Qi and Ri are positive definite, and �yyi and �vvi are prespecified ideal state and control

paths, respectively. Assume that �yyi are both differentiable and generated according the

differential equation

_�yy�yyiðtÞ ¼ A�yyi þ B1�vv1ðtÞ þ B2�vv2ðtÞ þ cðtÞ; �yyið0Þ ¼ �yiyi0; i ¼ 1; 2;

where cðtÞ satisfies the differential equation

_ccðtÞ ¼ C1cðtÞ þ C2e; cð0Þ ¼ c0; eT ¼ ½1 � � � 1�:
Reformulate this problem into the standard framework, assuming that all eigenvalues of

matrix C1 have a real part smaller than 1
2
r.

3.11 Appendix

Proof of Proposition 3.25

For notational convenience introduce matrix

Cð�Þ :¼ A� ðr1 þ �ÞI 0 B

0 A� ðr2 þ �ÞI B

� �
:

Then
A� r1I 0

0 A� r2I

� �
;

B

B

� �� �
is not stabilizable if and only if there exists a

� 2 Cþ
0 and a vector �T ¼ �T1 ; �T2

	 
 6¼ 0 such that

�TCð�Þ ¼ 0:

This equality is satisfied if and only if the next three equalities hold simultaneously

ðiÞ ðA� ðr1 þ �ÞIÞT�1 ¼ 0; ðiiÞ ðA� ðr2 þ �ÞIÞT�2 ¼ 0; ðiiiÞ BTð�1 þ �2Þ ¼ 0:

First assume that �1 ¼ 0. Then, according to (ii) and (iii), there exists a vector �2 6¼ 0 such

that both ðA� ðr2 þ �ÞIÞT�2 ¼ 0 and BTð�2Þ ¼ 0, or stated differently, �T ½A� r2I � �I;
B� 6¼ 0: This implies (see Theorem 3.20) that ðA� r2I;BÞ is not stabilizable. However, as
we argued before, stabilizability of ðA;BÞ implies that for any r > 0 ðA� rI;BÞ is also
stabilizable. Therefore our assumption on �1 must be wrong and, thus, �1 6¼ 0. In a similar

way one can show that also �2 6¼ 0. Since both �1 and �2 differ from zero, we conclude

from the equalities (i) and (ii) that � must be an eigenvalue of both A� r1I and A� r2I.

Furthermore equality (iii) states that with these choices of �j 2 NððA� ðrj þ �ÞIÞTÞ; j ¼
1; 2; the sum of these vectors must belong to NðBTÞ. Which completes the proof. &

Proof of Theorem 3.26

According to equation (3.7.27), �JJ � J. So, what is left to be shown is that under the stated

assumption �JJ � J. Obviously,

�JJ ¼ inf
g
sup
w

Jðg;wÞ � sup
w

Jð�gg;wÞ: ð3:11:1Þ
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Since Jð�gg;wÞ � Jð�gg; �wwÞ we next conclude that

sup
w

Jð�gg;wÞ � sup
w

Jð�gg; �wwÞ ¼ Jð�gg; �wwÞ: ð3:11:2Þ

Similarly, since Jð�gg; �wwÞ � Jðg; �wwÞ for all g,

Jð�gg; �wwÞ ¼ inf
g
Jð�gg; �wwÞ � inf

g
Jðg; �wwÞ: ð3:11:3Þ

Notice that

inf
g
Jðg; �wwÞ � sup

w
inf
g
Jðg;wÞ ¼ J: ð3:11:4Þ

The conclusion now follows directly by lining up the results (3.11.1)–(3.11.4). That is,

�JJ � sup
w

Jð�gg;wÞ � Jð�gg; �wwÞ � inf
g
Jðg; �wwÞ � J: &
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4

Optimization techniques

In an optimal control problem an optimality criterion is given which assigns a certain

number to each evolution of the underlying dynamic system. The problem is then to find

an admissible control function which maximizes/minimizes the optimality criterion in the

class of all admissible control functions. In this chapter we present on the one hand some

less well-known optimization techniques that will be used later on to analyze optimal

control problems. On the other hand, we present the basic theorems that are available as

tools for solving optimal control problems.

Section 4.1 considers some non-standard theory concerning differentiation of func-

tions. The Gateaux and Fréchet differentials are introduced and it is shown how these

differentials can be used to calculate the matrix derivative of a matrix valued function. In

section 4.2 the unconstrained optimal control problem is introduced and the first-order

necessary condition, known as the Euler–Lagrange equation, is derived. We use the so-

called variational approach to establish this equation. Furthermore both a second-order

neccessary condition for the existence of an optimal solution and a second-order

sufficient conditon for the existence of an optimal solution are provided.

Section 4.3 deals with the well-known maximum principle of Pontryagin. This is

followed in section 4.4 by a discussion of the dynamic programming principle.

4.1 Optimization of functions

We assume that the reader is familiar with the notion of a derivative – a basic notion

which is very helpful in the analysis of functions f : Rn ! R. The next section considers

functions of matrices f : Rn�m ! R and in particular analyzes its extremal locations.

Although one can consider these functions as functions from Rnm ! R and therefore use

the classical notion of a derivative to determine extremum locations, it turns out that

the extremum behavior of these functions can be analyzed much more simply using the

notion of the Gateaux differential. This notion has been developed to analyze functions
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f : X ! Y , where X is a vector space and Y a normed space1. So X may represent, for

instance, the set of all n� m matrices, or the set of continuous functions with the usual

definition of addition and scalar multiplication of functions. We will recall in this section

some basic facts on the Gateaux differential which will be used in the next chapter. More

details and references on this subject can be found in Luenberger (1969). The Gateaux

differential generalizes the concept of a directional derivative. Its formal definition is as

follows.

Definition 4.1

Assume f : X ! Y . Let x 2 X and let h be arbitrary in X. If the limit

lim
�!0

1

�
½ f ðxþ �hÞ � f ðxÞ� ð4:1:1Þ

exists, this limit is called the Gateaux differential of f at x with increment h and is

denoted by �f ðx; hÞ. If this limit (4.1.1) exists for each h 2 X, the mapping f is called

Gateaux differentiable at x. &

If Y ¼ R the Gateaux differential �f ðx; hÞ, if it exists, coincides with the derivative of

f ðxþ �hÞ with respect to � at � ¼ 0, that is

�f ðx; hÞ ¼ df ðxþ �hÞ
d�

at � ¼ 0: ð4:1:2Þ

Example 4.1

Consider f ðxÞ ¼ xTPx. Then the Gateaux differential of f at x with increment �x is

lim
�!0

1

�
½f ðxþ ��xÞ � f ðxÞ� ¼ lim

�!0

1

�
½ðxþ ��xÞTPðxþ ��xÞ � xTPx�

¼ lim
�!0

1

�
½�ð�xÞTPxþ �xTP�xþ �2ð�xÞTP�x�

¼ ð�xÞTPxþ xTP�x

¼ 2xTP�x:

By taking �x equal to the ith standard basis vector in Rn we obtain that the Gateaux

differential of f is 2xTP. &

An immediate consequence is the next first-order necessary condition for a function that

has an extremum at some ‘point’ x0 where the function is Gateaux differentiable.

1A normed space is a vector space where the notion of the length of a vector has been defined.
Rn, where the length of each vector is defined by its Euclidean length, is an example of a normed
space. For a formal definition see Lancaster and Tismenetsky (1985).
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Theorem 4.1

Assume f : X ! R has a Gateaux differential for all x 2 X. Then, if f has an extremum at

x0,

�f ðx0; hÞ ¼ 0; for all h 2 X:

Proof

For every h 2 X, the real valued function Fð�Þ :¼ f ðx0 þ �hÞ is a function of the scalar

variable �. Since F has an extremum at � ¼ 0, its derivative F0ð0Þ must be zero.

However, according to equation (4.1.2)

F0ð0Þ ¼ df ðxþ �hÞ
d�

j�¼0 ¼ �f ðx; hÞ: &

The existence of the Gateaux differential is a rather weak requirement. Its existence does

not, in general, imply continuity of the map f . On the other hand, if X is also a normed

space we can introduce the notion of Fréchet differentiability, which coincides in Rn with

the usual definition of differentiability. In Theorem 4.2 we will show that if f is Fréchet

differentiable, then this derivative coincides with the Gateaux differential. Therefore, in

case f is Fréchet differentiable, one can use the Gateaux differential to calculate this

derivative. Anticipating this result we use the same notation for the Fréchet derivative in

the next definition.

Definition 4.2

Let f : X ! Y , where both X and Y are normed spaces. Consider x0 2 X. Then, if there is

a linear and continuous map �f ðx0; hÞ in h such that

lim
jhj!0

jf ðx0 þ hÞ � f ðx0Þ � �f ðx0; hÞj
jhj ¼ 0; ð4:1:3Þ

for all h 2 X, f is said to be Fréchet differentiable at x0. �f ðx0; hÞ is called the Fréchet

differential of f at x0 with increment h. Since, by definition, the Fréchet differential

�f ðx0; hÞ is of the form Ax0h, the correspondence x ! Ax defines a transformation from X

into the normed linear space of all bounded linear operators from X to Y . This

transformation is called the Fréchet derivative of f , and is denoted by @f . Partial

derivatives and differentials are denoted by @i and �i, respectively, where the index refers

to the corresponding argument. &

Theorem 4.2

If the Fréchet differential of f exists at x0, then the Gateaux differential exists at x0 and

they coincide.
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Proof

By definition (see equation (4.1.3)) the Fréchet differential �f ðx0; hÞ satisfies for all h 2 X

lim
jhj!0

jf ðx0 þ hÞ � f ðx0Þ � �f ðx0; hÞj
jhj ¼ 0:

In particular the above limit holds for all h ¼ �v, where the scalar � ! 0 and 0 6¼ v 2 X.

That is,

lim
j�j!0

jf ðx0 þ �vÞ � f ðx0Þ � �f ðx0; �vÞj
j�vj ¼ 0:

Or, using the linearity of �f ðx0; �vÞ,

lim
j�j!0

jf ðx0 þ �vÞ � f ðx0Þ � ��Ax0vj
j�vj ¼ 0:

So lim
�!0

1

�
½ f ðx0 þ �vÞ � f ðx0Þ� exists and coincides with �f ðx0; vÞ: &

Much of the theory of ordinary derivatives can be generalized to Fréchet derivatives. In

particular we have the following generalization. Its proof is similar to the ordinary case

and is therefore omitted.

Theorem 4.3

Assume f and g are Fréchet differentiable on X. Then for any scalars �; � 2 R the

functions �f ðxÞ þ �gðxÞ and f ðgðxÞÞ are also Fréchet differentiable. Moreover,

@ð� f þ �gÞðxÞ ¼ �@f ðxÞ þ �@gðxÞ
@ f ðgðxÞÞ ¼ @f ðgðxÞÞ@gðxÞ: &

Example 4.2

Consider the matrix function f : Rn�m ! Rn�n defined by

f ðF;PðFÞÞ ¼ ðAþ BFÞTPþ PðAþ BFÞ þ Qþ FTRF;

where PðFÞ is a Fréchet differentiable function of F, and all matrices A;B;Q;R and F

have appropriate dimensions. Then according the chain rule in Theorem 4.3

@f ðF;PðFÞÞ ¼ @1f ðF;PðFÞÞ þ @2f ðF;PðFÞÞ@PðFÞ:

To determine the partial derivatives @i f ðF;PðFÞÞ we consider the corresponding Gateaux

differentials (see Theorem 4.2). To that end let �F and �P be arbitrary perturbation
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matrices of F and P, respectively. Then,

�1f ðF;PðFÞ;�FÞ ¼ lim
�!0

f ðF þ ��F;PÞ � f ðF;PÞ
�

¼ lim
�!0

��FTðRF þ BTPÞ þ �ðFTRþ PBÞ�F þ �2�FTR�F

�

¼ �FTðBTPþ RFÞ þ ðPBþ FTRÞ�F:

Whereas

�2f ðF;PðFÞ;�PÞ ¼ lim
�!0

f ðF;Pþ ��PÞ � f ðF;PÞ
�

¼ ðAþ BFÞT�Pþ�PðAþ BFÞ: &

4.2 The Euler–Lagrange equation

In this section we derive the first-order necessary conditions for the basic dynamic opti-

mization problem to find a control function uð:Þ that minimizes the cost functional

Jðx0; uÞ :¼
ðT
0

gðt; xðtÞ; uðtÞÞdt þ hðxðTÞÞ ð4:2:1Þ

where the state variable xðtÞ satisfies the differential equation:

_xxðtÞ ¼ f ðt; xðtÞ; uðtÞÞ; xð0Þ ¼ x0: ð4:2:2Þ

Here xð:Þ 2 Rn, uð:Þ 2 Rm and x0 is a given vector in Rn. It is assumed that the dynamic

process starts from t ¼ 0 and ends at the fixed terminal time T > 0. Throughout this

chapter the following assumptions on the functions f ; g and h are made.

Basic Assumptions A

(i) f ðt; x; uÞ and gðt; x; uÞ are continuous functions on R1þnþm. Moreover, for both f and

g all partial derivatives w.r.t. x and u exist and are continuous.

(ii) hðxÞ 2 C1. &

Moreover we assume in this section that the set of admissible control functions, U,
consists of the set of functions that are continuous on ½0; T �.

Note

1. Since f and g are continuous in u and uð:Þ is a continuous function, fuðt; xÞ :¼
f ðt; x; uðtÞÞ and guðt; xÞ :¼ gðt; x; uðtÞÞ are continuous functions too. So, according to
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Theorem 3.8 the differential equation (4.2.2) has for every u 2 U locally a unique

solution.

2. If the solution xðtÞ exists on the whole interval ½0; T�, guðt; xðtÞÞ is continuous too

(since guðt; xÞ and xð:Þ are continuous). So, in that case the cost functional equation

(4.2.1) is well-defined too. &

Inspired by the theory of static optimization we introduce for each t in the interval ½0; T �
the quantity �ðtÞ½f ðt; xðtÞ; uðtÞÞ � _xxðtÞ�, where the Lagrange multiplier �ðtÞ (also called

costate variable) is an arbitrarily chosen row vector. Since f ðt; xðtÞ; uðtÞÞ � _xxðtÞ ¼ 0 for

every t, in particular

ðT
0

�ðtÞ½ f ðt; xðtÞ; uðtÞÞ � _xxðtÞ�dt ¼ 0: ð4:2:3Þ

We can append this quantity (4.2.3) to the cost function (4.2.1) to obtain a cost function �JJ
which coincides with the original cost function J if the dynamical constraint of equation

(4.2.2) is satisfied. That is,

�JJ :¼
ðT
0

fgðt; x; uÞ þ �ðtÞf ðt; x; uÞ � �ðtÞ _xxðtÞgdt þ hðxðTÞÞ:

Introducing the Hamiltonian function H as

Hðt; x; u; �Þ :¼ gðt; x; uÞ þ �ðtÞf ðt; x; uÞ; ð4:2:4Þ

we can rewrite �JJ as

�JJ ¼
ðT
0

fHðt; x; u; �Þ � �ðtÞ _xxðtÞgdt þ hðxðTÞÞ: ð4:2:5Þ

Integration by parts shows that

�
ðT
0

�ðtÞ _xxðtÞdt ¼ ��ðTÞxðTÞ þ �ð0Þx0 þ
ðT
0

_��ðtÞxðtÞdt: ð4:2:6Þ

Hence, substituting this result into equation (4.2.5), �JJ can be further rewritten as

�JJ ¼
ðT
0

fHðt; x; u; �Þ þ _��ðtÞxðtÞgdt|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
�J1J1

þ hðxðTÞÞ � �ðTÞxðTÞ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
�J2J2

þ�ð0Þx0|fflfflffl{zfflfflffl}
�J3J3

: ð4:2:7Þ

This expression (4.2.7) of �JJ has three additive terms, �J1J1, �J2J2 and �J3J3. The first term, �J1J1,
concerns the whole planning period ½0; T �, the �J2J2 term deals exclusively with the final

time, and the third term, �J3J3, deals only with the initial time.
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Once again, we stress the fact that the choice of the �ðtÞ path will have no effect on the

value of �JJ, as long as the state xðtÞ satisfies the differential equation _xxðtÞ ¼ f ðt; xðtÞ; uðtÞÞ,
or stated differently,

_xxðtÞ ¼ @H

@�
for all t 2 ½0; T �: ð4:2:8Þ

To relieve us from further worries about the effect of �ðtÞ on �JJ, we simply impose

equation (4.2.8) as a necessary condition for the maximization of �JJ.
Next assume that u�ðtÞ 2 U is an optimal control path generating the minimum value of

�JJ and x�ðtÞ is the corresponding optimal state trajectory. If we perturb this optimal u�ðtÞ
path with a continuous perturbing curve pðtÞ, we can generate ‘neighboring’ control paths

uðtÞ ¼ u�ðtÞ þ �pðtÞ ð4:2:9Þ

where � is a ‘small’ scalar. From Theorem 3.14 we know that for a ‘small enough’ �, each
corresponding neighboring control path induces a corresponding ‘neighboring’ state

trajectory xðt; �Þ which is also defined on the whole interval ½0; T �. The cost induced

by this control function now also becomes a function of the scalar � too. From

equation (4.2.7) we have

�JJð�Þ ¼
ðT
0

fHðt; xðt; �; pÞ; u� þ �p; �Þ þ _��ðtÞxðt; �; pÞgdt þ hðxðT ; �; pÞÞ � �ðTÞxðT ; �; pÞ
þ �ð0Þx0: ð4:2:10Þ

By assumption �JJð�Þ has a minimum at � ¼ 0. Notice that due to our differentiability

assumptions on f ; g and h, �JJð�Þ is a differentiable function w.r.t. �. So the first-order

condition implies that
d�JJð�Þ
d� ¼ 0 at � ¼ 0. Evaluating the derivative of �JJð�Þ yields

d�JJð�Þ
d�

¼
ðT
0

@H

@x

dxðt; �; pÞ
d�

þ @H

@u
pðtÞ þ _��ðtÞ dxðt; �; pÞ

d�

� �
dt ð4:2:11Þ

þ @hðxðTÞÞ
@x

dxðT ; �; pÞ
d�

� �ðTÞ dxðT ; �; pÞ
d�

:

Notice that �ðtÞ is arbitrary so far. Therefore the equality
d�JJð�Þ
d� ¼ 0 at � ¼ 0 should in

particular hold if we choose �ðtÞ as the solution of the following boundary-value problem

@Hðt; x�; u�; �Þ
@x

þ _�� ¼ 0; with
@hðx�ðTÞÞ

@x
� �ðTÞ ¼ 0:

Since both the partial derivatives fx and gx are continuous they are in particular integrable

on the interval ½0;T �. So, according to Theorem 3.5, this linear differential equation has a

solution. Choosing �ðtÞ in this way, from equation (4.2.11)
d�JJð�Þ
d� ¼ 0 at � ¼ 0 if and only if

ðT
0

@Hðt; x�; u�; �Þ
@u

pðtÞdt ¼ 0:
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This equality should hold for any continuous function pðtÞ on ½0; T�. Choosing

pðtÞ ¼ @HT ðt;x�;u�;�Þ
@u shows that another necessary condition is that

@Hðt; x�; u�; �Þ
@u

¼ 0:

So, we reach the next theorem.

Theorem 4.4 (Euler–Lagrange)

Consider the optimization problem given by equations (4.2.1) and (4.2.2). Let

Hðt; x; u; �Þ :¼ gðt; x; uÞ þ � f ðt; x; uÞ. Assume that the functions f ; g and h satisfy the

Basic Assumptions A. If u�ðtÞ 2 U is a control that yields a local minimum for the cost

functional (4.2.1), and x�ðtÞ and ��ðtÞ are the corresponding state and costate, then it is

necessary that

_xx�ðtÞ ¼ f ðt; x�; u�Þ ¼ @Hðt; x�; u�; �Þ
@�

� �
; x�ð0Þ ¼ x0; ð4:2:12Þ

_���ðtÞ ¼ � @Hðt; x�; u�; ��Þ
@x

; ��ðTÞ ¼ @hðx�ðTÞÞ
@x

ð4:2:13Þ

and, for all t 2 ½0; T �,
@Hðt; x�; u�; ��Þ

@u
¼ 0: ð4:2:14Þ

&

Notice that the dynamic optimization problem has, in equation (4.2.14), been reduced to a

static optimization problem which should hold at every single instant of time. The optimal

solutions of the instantaneous problems give the optimal solution to the overall problem.

Equations (4.2.12) and (4.2.13) constitute 2n differential equations with n boundary

conditions for x� specified at t ¼ 0 and n boundary conditions for �� specified at t ¼ T .

This is referred to as a two-point boundary-value problem. In principle, the dependence

on u� can be removed by solving u� as a function of x� and �� from the m algebraic

equations (4.2.14). In practice, however, equation (4.2.14) can rarely be solved analyti-

cally. Even if it is possible, the resulting two-point boundary-value problem is likely to be

difficult to solve. The next examples demonstrate the use of Theorem 4.4, together with

its pitfalls.

Example 4.3

Consider the minimization of

ð5
0

xðtÞ � 1

2
u2ðtÞ

� �
dt ð4:2:15Þ

subject to

_xxðtÞ ¼ uðtÞ; xð0Þ ¼ 1: ð4:2:16Þ
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The Hamiltonian function for this problem is

Hðt; x; u; �Þ :¼ x� 1

2
u2 þ �u: ð4:2:17Þ

If there exists a continuous optimal control path u�ð:Þ and a corresponding state trajectory
x�ð:Þ then, by Theorem 4.4, necessarily there exists a costate trajectory ��ð:Þ satisfying
the differential equation

_�� ¼ �1; �ðTÞ ¼ 0: ð4:2:18Þ

It is easily verified that the solution of this differential equation (4.2.18) is

�ðtÞ ¼ �t þ 5: ð4:2:19Þ

Moreover, by straightforward differentiation of the Hamiltonian w.r.t. u, it is seen that

Theorem 4.4 dictates that the candidate optimal control path u�ð:Þ satisfies
�uþ � ¼ 0: ð4:2:20Þ

Combining equations (4.2.20) and (4.2.19) one obtains that the candidate optimal control

path satisfies

u�ðtÞ ¼ ��ðtÞ ¼ �t þ 5: ð4:2:21Þ

Moreover, elementary calculations show that, after substitution of this result into equation

(4.2.16) the corresponding candidate optimal state trajectory is given by

x�ðtÞ ¼ � 1

2
t2 þ 5t þ 1:

So, if our minimization problem has a solution, then the optimal control trajectory is

given by equation (4.2.21). Therefore, all we need to verify is whether this solution solves

the problem (4.2.15). However, taking a closer look at our problem statement, we see that

if we take u arbitrarily negative, the state also becomes negative, yielding a cost which is

definitely smaller than the cost resulting from our candidate optimal solution (4.2.21).

That is, the problem has no solution. This shows that one has to be careful in using

theorems like Theorem 4.4. &

Example 4.4

Consider the problem to minimize

ðT
0

fx2ðtÞ þ u2ðtÞgdt þ ex2ðTÞ ð4:2:22Þ

subject to

_xxðtÞ ¼ axðtÞ þ buðtÞ; xð0Þ ¼ 1 ðb 6¼ 0Þ: ð4:2:23Þ
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In this problem, the state variable xðtÞ might be interpreted as the deviation of some

quantity from a desired level. If no effort is made, uðtÞ ¼ 0, the variable xðtÞ will grow (or

decline) at a rate a if a > 0 (or a < 0). The variable xðtÞ can be brought closer to zero by

choosing a nonzero control uðtÞ, but only at some cost. The criterion (4.2.22) expresses a

balance between the cost of having a nonzero deviation xðtÞ and the cost of the effort

required to make the deviation smaller. Finally, there is some additional cost involved in

case the quantity at the end of the planning horizon still differs from its desired level.

In view of the positive initial condition xð0Þ ¼ 1, an optimal control function uðtÞ is
likely to be negative. Moreover, when the value of xðtÞ gets close to zero, one expects that
the control effort will be decreased as well. When the state xðtÞ reaches zero it is clearly

optimal to let uðtÞ ¼ 0 from that time on, since this policy will keep the deviation at zero

while no control effort needs to be delivered.

Now we use Theorem 4.4 to determine the optimal control path. With

f ¼ axþ bu; g ¼ x2 þ u2 and h ¼ ex2

the Hamiltonian for this problem is

H ¼ x2 þ u2 þ �ðaxþ buÞ:

So, by Theorem 4.4, if u�ð:Þ is the optimal control path, and x�ð:Þ the corresponding opti-

mal state trajectory then it is necessary that there exists a costate trajectory ��ð:Þ such that

_xx�ðtÞ ¼ ax�ðtÞ þ bu�ðtÞ; x�ð0Þ ¼ 1 ð4:2:24Þ
_���ðtÞ ¼ �ð2x�ðtÞ þ a��ðtÞÞ; ��ðTÞ ¼ 2ex�ðTÞ ð4:2:25Þ
2u�ðtÞ þ b��ðtÞ ¼ 0: ð4:2:26Þ

From equation (4.2.26) we obtain

u�ðtÞ ¼ � 1

2
b��ðtÞ: ð4:2:27Þ

Substitution of equation (4.2.27) into equation (4.2.24) shows that x� and �� should

satisfy the following two-point boundary-value problem

_xx�ðtÞ
_���ðtÞ

� �
¼ a � 1

2
b2

�2 �a

� �
x�ðtÞ
��ðtÞ

� �
; x�ð0Þ ¼ 1; ��ðTÞ � 2ex�ðTÞ ¼ 0: ð4:2:28Þ

By solving this two-point boundary-value problem and next substituting the resulting

��ðtÞ into equation (4.2.27) one can then calculate the candidate optimal control

trajectory. In fact one can solve this two-point boundary-value problem analytically.

However, this requires going through a number of analytical calculations which do not

provide much additional insight into the problem (see for example Kwakernaak and

Sivan, 1972). Since we will solve this problem later on using the principle of dynamic

programming, which yields more insight into the problem, a more detailed analysis of the

solution is postponed until later. &
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Example 4.5

Consider a monopolistic firm that produces a single commodity with a total cost function

CðtÞ ¼ CðqðtÞÞ;
where the output qðtÞ at time t is always set equal to the quantity demanded. The quantity

demanded is assumed to depend not only on its price pðtÞ, but also on the rate of its

change _ppðtÞ, that is qðtÞ ¼ qðpðtÞ; _ppðtÞÞ. This price change, _ppðtÞ, is completely determined

by the monopolist and, therefore, can be viewed as the control instrument of the

monopolist. Since, obviously, _ppðtÞ completely determines the future price, given some

initial price p0 at time t ¼ 0, the dynamics of the price process are described by the

differential equation

_ppðtÞ ¼ uðtÞ; pð0Þ ¼ p0: ð4:2:29Þ
The firm’s profit at time t, �ðtÞ, is its revenues minus its cost at that time, i.e.

�ðtÞ ¼ pðtÞqðtÞ � CðqðtÞÞ:
Now assume that the objective of the firm is to find an optimal price path, pð:Þ, that
maximizes the total profit over a finite time period ½0; T �. This period is assumed to be not

too long in order to justify the assumptions of fixed demand and cost functions, as well as

the omission of a discount factor. The objective of the monopolist is therefore to

maximize

� ¼
ðT
0

�ðtÞdt:

Or, equivalently, introducing Jðp0; uÞ ¼ ��, the problem is to find a control function uð:Þ
that minimizes the cost functional

Jðp0; uÞ ¼
ðT
0

CðqðpðtÞ; uðtÞÞÞ � pðtÞqðpðtÞ; uðtÞÞdt ð4:2:30Þ

where the state variable pðtÞ satisfies the differential equation (4.2.29). Assuming that

both the cost and demand functions are sufficiently smooth we can now use Theorem 4.4

to determine the optimal price path. With

f ¼ u; g ¼ �ðp; uÞ; and h ¼ 0

we conclude from this theorem that if u�ð:Þ is the optimal control path, and p�ð:Þ the

corresponding optimal price path then it is necessary that there exists a costate path ��ð:Þ
such that

_pp�ðtÞ ¼ u�ðtÞ; p�ð0Þ ¼ p0 ð4:2:31Þ
_���ðtÞ ¼ � @�

@p
ðp�ðtÞ; u�ðtÞÞ; ��ðTÞ ¼ 0 ð4:2:32Þ

@�

@u
ðp�ðtÞ; u�ðtÞÞ þ ��ðtÞ ¼ 0: ð4:2:33Þ
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According to equation (4.2.33)

��ðtÞ ¼ � @�

@u
ðp�ðtÞ; u�ðtÞÞ:

Substitution of this result into equation (4.2.32) yields

d

dt

@�

@u
ðp�ðtÞ; u�ðtÞÞ

� �
¼ @�

@p
ðp�ðtÞ; u�ðtÞÞ; @�

@u
ðp�ðTÞ; u�ðTÞÞ ¼ 0: ð4:2:34Þ

Equations (4.2.31)–(4.2.34) constitute a two-point boundary-value problem that can be

solved by substitution of u� from equation (4.2.31) into equation (4.2.34). This yields then

an ordinary second-order differential equation in the price p which has to be solved under

the conditions that pð0Þ ¼ p0 and pðTÞ; _ppðTÞ satisfy the boundary condition implied by

equation (4.2.34).

In this case Theorem 4.4 is also useful to develop some economic theoretical insights

into the problem. To that end we proceed by elaborating the left-hand side of equation

(4.2.34). Note that

d

dt

@�

@u
ðp�ðtÞ; u�ðtÞÞ

� �
¼ @2�

@u@p
ðp�ðtÞ; u�ðtÞÞ _pp�ðtÞ þ @2�

@u2
ðp�ðtÞ; u�ðtÞÞ _uu�ðtÞ:

So, equation (4.2.34) can be rewritten as

@2�

@u@p
ðp�ðtÞ; u�ðtÞÞ _pp�ðtÞ þ @2�

@u2
ðp�ðtÞ; u�ðtÞÞ _uu�ðtÞ � @�

@p
ðp�ðtÞ; u�ðtÞÞ ¼ 0:

Multiplying this equation through by u�ðtÞ we get

u�ðtÞ @2�

@u@p
ðp�ðtÞ; u�ðtÞÞ _pp�ðtÞ þ @2�

@u2
ðp�ðtÞ; u�ðtÞÞ _uu�ðtÞ � @�

@p
ðp�ðtÞ; u�ðtÞÞ

� �
¼ 0:

ð4:2:35Þ

Next consider the expression yðtÞ :¼ u�ðtÞ @�@u ðp�ðtÞ; u�ðtÞÞ � �ðp�ðtÞ; u�ðtÞÞ. By straight-

forward differentiation and using equation (4.2.31) we see that its derivative, dy
dt
ðtÞ,

coincides with the left-hand side of equation (4.2.35). Consequently, the solution of

equation (4.2.35) is yðtÞ ¼ constant. So a necessary optimality condition is that

�ðp�ðtÞ; u�ðtÞÞ � u�ðtÞ @�
@u

ðp�ðtÞ; u�ðtÞÞ ¼ c;

where c is some constant. Or, after some rewriting,

@�

@u
ðp�ðtÞ; u�ðtÞÞ u�ðtÞ

�ðp�ðtÞ; u�ðtÞÞ ¼ 1� c

�ðp�ðtÞ; u�ðtÞÞ : ð4:2:36Þ

Economists will recognize on the left-hand side of equation (4.2.36) the partial elasticity

of the profit with respect to the rate of change of the price. In fact the constant c also has
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an economic interpretation. It represents the monopoly profit in case the profit function

does not depend on the rate of change of the price. For a further discussion of this issue

we refer to Chiang (1992). &

We conclude this section by considering the second-order derivative of �JJð�Þ. Notice that a
solution of equations (4.2.12)–(4.2.14) will only be a minimum if d2�JJ

d�2
� 0 at � ¼ 0. On the

other hand, if d2�JJ
d�2 > 0 at � ¼ 0 equations (4.2.12)–(4.2.14) will certainly provide

a minimum. Assuming that f ; g 2 C2, differentiation of equation (4.2.11) shows that

the second-order derivative of �JJð�Þ equals

d2�JJð�Þ
d�2

ð�Þ ¼
ðT
0

dxTðt; �; pÞ
d�

@2H

@x2
dxðt; �; pÞ

d�
þ 2

dxTðt; �; pÞ
d�

@2H

@u@x
pðtÞ þ pTðtÞ @

2H

@u2
pðtÞ

�

þ @H

@x
þ _��ðtÞ

� �
d2xðt; �; pÞ

d�2

�
dt

þ dxTðT; �; pÞ
d�

@2hðxðTÞÞ
@x2

dxðT ; �; pÞ
d�

þ@hðxðTÞÞ
@x

d2xðT; �; pÞ
d�2

��ðTÞ d
2xðT ; �; pÞ

d�2
:

Using the first-order conditions of equations (4.2.13) and (4.2.14) and introducing the

notation qðt; pÞ :¼ dxðt;�;pÞ
d� at � ¼ 0,

d2�JJð0Þ
d�2

can be rewritten as

Vðx�; pÞ :¼
ðT
0

½qðt; pÞ; pTðtÞ�H00 qðt; pÞ
pðtÞ

� �
dt þ qTðT; pÞ @

2hðx�ðTÞÞ
@x2

qðT ; pÞ; ð4:2:37Þ

where H00 is the matrix obtained from the second-order derivative of the hamiltonian

Hðt; x�; u�; ��Þ as H00 ¼ Hxx Hxu

Hux Huu

� �
: So, we have the following result.

Lemma 4.5

Consider Vðx�; pÞ in equation (4.2.37). Then,

(i) if u�ðtÞ provides a minimum for the optimal control problem (4.2.1) and (4.2.2) then

Vðx�; pÞ � 0 for all functions pðtÞ 2 U;
(ii) ifVðx�; pÞ > 0 for all functions pðtÞ 2 U and the conditions ofTheorem4.4 are satisfied,

u�ðtÞ is a control path that yields a local minimum for the cost function (4.2.1). &

It will be clear that usually the conditions of this lemma are hard to verify. However, for

instance in the linear quadratic case, one can derive some additional insights from it.

4.3 Pontryagin’s maximum principle

In the previous section it was assumed that the control functions are continuous. In

applications, this assumption is, however, often too restrictive. Therefore, a more general

problem setting is called for. In section 4.2, at each point in time t uðtÞ could (in principle)
be chosen arbitrarily in Rm and, moreover, uð:Þ was assumed to be continuous. We now
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assume that there is a subset U � Rm such that for all t 2 ½0; T�, uðtÞ 2 U. So, uðtÞ may

not be chosen arbitrarily anymore but is restricted to the set U. We do not make any

further assumptions here on this set U. So, in particular it may be Rm. Additional to our

Basic Assumptions A (see section 4.2), we assume that the set of admissible control

functions U now consists of the set of measurable functions from ½0; T� into U for which

the differential equation (4.2.2) has a unique solution (in the extended sense) on ½0; T � and
the cost function (4.2.1) exists. That is,

U :¼ fuð:Þ j uðtÞ 2 U; 8t 2 ½0; T �; uð:Þ is measurable on ½0; T �; xðt; uðtÞÞ is an abso-

lutely continuous function which satisfies equation (4.2.2) on ½0; T � except on a set S

which has a Lebesgue measure zero; and equation (4.2.1) exists. g
The price we have to pay for considering this more general problem is that its solution

requires a more subtle analysis. This is because the problem easily gets ill-defined due to

the fact that either the differential equation (4.2.2) does not have a unique solution or the

cost function (4.2.1) does not exist. By restricting the set of admissible control functions

from the outset to those control functions for which the problem setting does make sense,

we partly replace the analytical difficulties by the problem to verify whether some pres-

pecified control functions are admissible. Below we present some additional assumptions

which make it possible to avoid some of the above mentioned existence problems.

Note

1. Since f and g are continuous in u, fuðt; xÞ :¼ f ðt; x; uðtÞÞ and guðt; xÞ :¼ gðt; x; uðtÞÞ are
also measurable functions. As a consequence the cost function (4.2.1) exists if one

also assumes that U is bounded.

2. By Theorem 3.13 the differential equation (4.2.2) has a local unique solution for all

measurable uð:Þ for which fuðt; xÞ 2 CD.

3. If f satisfies the inequality

jf ðt; x; uÞj � Ljxj þ N; t 2 ½0; T �; x 2 Rn; u 2 U;

for some positive constants L and N, the differential equation (4.2.2) has a unique solution

for all measurable functions u (see for example Lee and Markus (1967). &

Then we have the next generalization of the Euler–Lagrange Theorem 4.4, the so-called

maximum principle of Pontryagin.

Theorem 4.6 (Pontryagin)

Consider the optimization problem given by equations (4.2.1) and (4.2.2). Assume the

functions f , g and h satisfy the Basic Assumptions A and introduce H :¼ gþ �f . Let
u�ðtÞ 2 U be a control that yields a local minimum for the cost functional (4.2.1), and let

x�ðtÞ be the corresponding state trajectory. Then there exists a costate function

½���T : ½0; T� ! Rn satisfying

_xx�ðtÞ ¼ f ðt; x�; u�Þ ¼ @Hðt; x�; u�; �Þ
@�

� �
; x�ð0Þ ¼ x0; ð4:3:1Þ

_���ðtÞ ¼ � @Hðt; x�; u�; ��Þ
@x

; ��ðTÞ ¼ @hðx�ðTÞÞ
@x

ð4:3:2Þ
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and, for all t 2 ð0; TÞ at which u� is continuous,

Hðt; x�; u�; ��Þ ¼ min
u2U

Hðt; x�; u; ��Þ; ð4:3:3Þ

that is

u�ðtÞ ¼ argmin
u2U

Hðt; x�; u; ��Þ: &

Notice that, apart from the fact that we consider a larger set of admissible control

functions, the main difference between Pontryagin’s theorem and the Euler–Lagrange

theorem is that the maximum principle tells us that the Hamiltonian is minimized at the

optimal trajectory and that it is also applicable when the minimum is attained at the

boundary of U.

The proof of Theorem 4.6 is given in the Appendix to this chapter. Below a number of

examples are provided to illustrate the principle.

Example 4.6

The first example is rather elementary and illustrates the fact that the optimal control may

occur at the boundary of the control set U. Consider the problem to minimize

ðT
0

xðtÞdt � 2xðTÞ;

subject to the state equation

_xxðtÞ ¼ uðtÞ; xð0Þ ¼ 1 and uðtÞ 2 ½�1; 1�:

Notice that with f :¼ u, g :¼ x and h :¼ �2x, the Basic Assumptions A are satisfied. The

Hamiltonian for this system is

Hðt; x; u; �Þ :¼ xþ �u: ð4:3:4Þ

If there exists an optimal control function u�ð:Þ for this problem then, by Theorem 4.6,

there necessarily exists a costate function ��ð:Þ satisfying
_��ðtÞ ¼ �1; �ðTÞ ¼ �2: ð4:3:5Þ

Furthermore,

u�ðtÞ ¼ arg min
uðtÞ2½�1;1�

fx�ðtÞ þ ��ðtÞuðtÞg:

Since the right-hand side of this equation is linear in uðtÞ, it is easily verified that the

optimal control is

u�ðtÞ ¼
1 if ��ðtÞ < 0

undefined if ��ðtÞ ¼ 0

�1 if ��ðtÞ > 0:

8<
: ð4:3:6Þ
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From equations (4.3.5) it is easily verified that ��ðtÞ ¼ �t þ T � 2: So, ��ðtÞ < 0 if

T � 2 < t � T and ��ðtÞ > 0 if 0 � t < T � 2. In particular notice that ��ðtÞ < 0 for all

t 2 ½0; T � if T < 2. From equation (4.3.6) we conclude then that

if T � 2; u�ðtÞ ¼ 1

if T > 2; u�ðtÞ ¼ 1 if T � 2 < t � T

�1 if 0 � t < T � 2:

�

Notice that if T > 2 the optimal control is uniquely defined except at one point in time,

t ¼ T � 2. Since the specific choice of u at t ¼ T � 2 does not influence the cost function,

we may choose the control at this point as we like. Since the optimal control switches in

this case from one bound of the control set to the other bound of the control set, the

control is called a bang-bang control. &

Example 4.7

Consider the problem to minimize

ð2
0

ðuðtÞ � 1ÞxðtÞdt; ð4:3:7Þ

subject to

_xxðtÞ ¼ uðtÞ; xð0Þ ¼ 0 and uðtÞ 2 ½0; 1�: ð4:3:8Þ

It is easily verified that, with f :¼ u, g :¼ ðu� 1Þx and h ¼ 0, the Basic Assumptions A

are satisfied. The Hamiltonian for this system is

Hðt; x; u; �Þ :¼ ðu� 1Þxþ �u: ð4:3:9Þ

So, from Theorem 4.6 we have that if there exists an optimal control function for this

problem, then necessarily there exists a costate function ��ð:Þ satisfying

_��ðtÞ ¼ 1� uðtÞ; �ð2Þ ¼ 0: ð4:3:10Þ

Furthermore,

u�ðtÞ ¼ arg min
uðtÞ2½0;1�

fðuðtÞ � 1Þx�ðtÞ þ ��ðtÞuðtÞg: ð4:3:11Þ

To solve this problem, we first rewrite equation (4.3.11) as

u�ðtÞ ¼ arg min
uðtÞ2½0;1�

fðx�ðtÞ þ ��ðtÞÞuðtÞ � x�ðtÞg: ð4:3:12Þ

From equation (4.3.12) we see that the function which has to be minimized w.r.t. uðtÞ,
ðx�ðtÞ þ ��ðtÞÞuðtÞ � x�ðtÞ, is linear in uðtÞ. Since uðtÞ 2 ½0; 1� this minimum is attained
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by either taking uðtÞ ¼ 1 or uðtÞ ¼ 0. This is dependent on which sign the term

x�ðtÞ þ ��ðtÞ has. That is,

u�ðtÞ ¼ 1 if x�ðtÞ þ ��ðtÞ < 0

0 if x�ðtÞ þ ��ðtÞ > 0

�
ð4:3:13Þ

Equations (4.3.8) and (4.3.10) constitute a two-point boundary-value problem. Due to the

simple structure of the problem we can solve this problem analytically. To that end

consider the function ��ðtÞ in some more detail. Since uðtÞ 2 ½0; 1� it is clear from

equation (4.3.10) that _��ðtÞ � 0 on ½0; 2�. Consequently, since ��ð2Þ ¼ 0, ��ðtÞ � 0 on

½0; 2�. Now assume that ��ð0Þ ¼ 0. This implies that ��ðtÞ ¼ 0 for all t 2 ½0; 2�, which is

only possible (see equation (4.3.10)) if uðtÞ ¼ 1 for all t 2 ½0; 2�. However, this implies

(see equation (4.3.8)) that xðtÞ > 0 on ð0; 2� and, thus, also xðtÞ þ �ðtÞ > 0 on ð0; 2�.
According to equation (4.3.13) this implies, however, that u�ðtÞ ¼ 0 on ð0; 2�, which
contradicts our previous conclusion that u�ðtÞ ¼ 1 on ð0; 2�. Therefore, we conclude that
��ð0Þ < 0. Since xð0Þ ¼ 0, consequently, u�ðtÞ ¼ 1 on some interval t 2 ½0; t1�. Substitu-
tion of this result into equations (4.3.8) and (4.3.10) shows that x�ðtÞ and ��ðtÞ satisfy

x�ðtÞ ¼ t and ��ðtÞ ¼ ��ð0Þ; 8t 2 ½0; t1�:

The length of this interval, t1, is determined by the point in time where x�ðt1Þ þ ��ðt1Þ ¼
0. That is, the point in time t1 where t1 þ ��ð0Þ ¼ 0. From that point in time t1 onwards,

the optimal control is u�ðtÞ ¼ 0. The corresponding state and costate trajectory are (see

equations (4.3.8) and (4.3.10) again with uð:Þ ¼ 0)

x�ðtÞ ¼ ���ð0Þ and ��ðtÞ ¼ 2��ð0Þ þ t; 8t 2 ½t1; t2�:

Notice that, since ��ð:Þ is increasing and x�ð:Þ remains constant, ��ðtÞ þ x�ðtÞ will increase
from t ¼ t1 on. In particular this implies that ��ðtÞ þ x�ðtÞ > 0 for all t > t1 and, thus,

u�ðtÞ ¼ 0 on ðt1; 2�. Finally, due to the fact that ��ð2Þ ¼ 0, we infer that 0 ¼ 2��ð0Þ þ 2.

So, ��ð0Þ ¼ �1 and, consequently, the candidate optimal control trajectory is

u�ðtÞ ¼ 1 for all t 2 ½0; 1�
0 for all t 2 ð1; 2�

�

The control and corresponding state trajectory are illustrated in Figure 4.1. &

Example 4.8

Consider the minimization of

ð2
0

2x2ðtÞ þ u2ðtÞdt;

subject to

_xxðtÞ ¼ xðtÞ þ 2uðtÞ; xð0Þ ¼ 1 and u 2 ½�1; 1�:
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With f :¼ xþ 2u, g :¼ 2x2 þ u2 and h :¼ 0, the Hamiltonian for this problem is

Hðt; x; u; �Þ :¼ 2x2 þ u2 þ �ðxþ 2uÞ: ð4:3:14Þ
Differentiation of Hðt; x�; u; ��Þ w.r.t. u shows that u� ¼ ��� yields the minimum value

of H provided that �1 � �� � 1. In case j��j > 1, the minimum value is attained at the

boundary points of the interval ½�1; 1�. Comparing the value of Hðt; x�;�1; ��Þ and

Hðt; x�; 1; ��Þ shows that Hðt; x�;�1; ��Þ � Hðt; x�; 1; ��Þ if and only if �2�� < 2��.
Therefore, u� ¼ �1 if �� > 1 and u� ¼ 1 if �� < �1. Summarizing, we have

u� ¼
��� if �� 2 ½�1; 1�
�1 if �� > 1

1 if �� < �1

8<
:

where ðx�; u�; ��Þ satisfy the dynamical constraints

_xx�ðtÞ ¼ x�ðtÞ þ 2u�ðtÞ; xð0Þ ¼ 1 ð4:3:15Þ
_���ðtÞ ¼ �4x�ðtÞ � ��ðtÞ; ��ð2Þ ¼ 0: ð4:3:16Þ

From these equations we have to determine the optimal control trajectory. Since the

equations are rather simple it is possible to find an analytic solution. To that purpose, we

proceed in three steps.

Step 1: Since ��ð2Þ ¼ 0 and, thus, belongs to the interval ½�1; 1� we conclude that there is
a point in time t1 < 2 such that

u�ðtÞ ¼ ���ðtÞ; for all t 2 ½t1; 2�:
Substitution of this result into equation (4.3.15) shows that (using equation (4.3.16)) x�ðtÞ
satisfies the second-order differential equation:

€xx�ðtÞ ¼ _xx�ðtÞ � 2 _���ðtÞ
¼ _xx�ðtÞ þ 8x�ðtÞ þ 2��ðtÞ
¼ _xx�ðtÞ þ 8x�ðtÞ þ x�ðtÞ � _xx�ðtÞ
¼ 9x�ðtÞ:

t

u*

1                2

1

(a) Control trajectory u* (.)

t

x*

1                2

1

(b) State trajectory x* (.)

Figure 4.1 Optimal control and state trajectory for Example 4.7
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It is easily verified that the solution of this differential equation is

x�ðtÞ ¼ c1e
3t þ c2e

�3t; ð4:3:17Þ

where c1 and c2 are some constants which are indirectly determined by the boundary

conditions of equations (4.3.15) and (4.3.16).

Since _xx�ðtÞ ¼ x�ðtÞ � 2��ðtÞ we obtain from this equation, using equation (4.3.17), that

��ðtÞ ¼ 1

2
ðx�ðtÞ � _xx�ðtÞÞ

¼ 1

2
ðc1e3t þ c2e

�3t � 3c1e
3t þ 3c2e

�3tÞ
¼ �c1e

3t þ 2c2e
�3t:

From the fact that ��ð2Þ ¼ 0 it follows then that the constants c1 and c2 satisfy

0 ¼ �c1e
6 þ 2c2e

�6. So, we conclude that on the interval ½t1; 2� the optimal state and

costate trajectories are

x�ðtÞ ¼ c2ð2e�12e3t þ e�3tÞ; ð4:3:18Þ
��ðtÞ ¼ 2c2ð�e�12e3t þ e�3tÞ; ð4:3:19Þ

respectively. Notice that the function mðtÞ :¼ �e�12e3t þ e�3t is a positive, monotoni-

cally decreasing function on ½0; 2�. Consequently, �� � 0 if and only if c2 � 0.

Now, assume that t1 ¼ 0. Then it follows from the boundary condition xð0Þ ¼ 1 and

equation (4.3.18) that c2 ¼ 1
1þ2e�12. Substitution of c2 into equation (4.3.19) shows then

that ��ð0Þ ¼ 2
1þ2e�12 ð1� e�12Þ > 1. This violates our assumption that j��ðtÞj � 1. So, the

optimal control switches at some point in time t1 > 0 from u� ¼ ��ðtÞ to either u�ðtÞ ¼ 1

or u�ðtÞ ¼ �1. In the next two steps we analyze these two cases separately.

Step 2: Assume that c2 > 0. According to Step 1, this case corresponds to an optimal

control u� ¼ �1 that is used during some time interval ½t2; t1�, where t2 is some point in

the time interval ½0; t1Þ and the switching point t1 is determined by the equation

2c2ð�e�12e3t1 þ e�3t1Þ ¼ 1

(see equation (4.3.19)). On this interval ½t2; t1� the candidate optimal state and costate

equations ðx�; ��Þ are determined by

_xx�ðtÞ ¼ x�ðtÞ � 2; x�ðt1Þ ¼ c2ð2e�12e3t1 þ e�3t1Þ ð4:3:20Þ
_���ðtÞ ¼ �4x�ðtÞ � ��ðtÞ; ��ðt1Þ ¼ 1 ð4:3:21Þ

(see equations (4.3.15), (4.3.16) and (4.3.18)).

The solution of equation (4.3.20) is

x�ðtÞ ¼ c3e
t þ 2; ð4:3:22Þ

where c3 is some constant (ignoring for the moment the boundary condition in equation

(4.3.20)).
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Next, assume that t2 ¼ 0. Then, substitution of the boundary condition xð0Þ ¼ 1 into

equation (4.3.22) yields x�ðtÞ ¼ �et þ 2: Notice that x�ðtÞ is a monotonically decreasing

function. Since, by assumption on c2, x
�ðt1Þ > 0 we conclude that x�ðtÞ > 0 on ½0; t1�.

From equation (4.3.21) it is easily seen then that, since the derivative of ��ðtÞ is positive
on ½0; t1� and ��ðt1Þ ¼ 1, ��ðtÞ > 1 for all t 2 ½0; t1�. So, the trajectory consisting of

u�ðtÞ ¼ �1 on ½0; t1� together with u�ðtÞ ¼ ���ðtÞ on ½t1; 2� ð4:3:23Þ

is an appropriate candidate optimal control trajectory if we can find a positive c2 and

t1 2 ð0; 2Þ satisfying

�et1 þ 2 ¼ c2ð2e�12e3t1 þ e�3t1Þ ð4:3:24Þ
1 ¼ 2c2ð�e�12e3t1 þ e�3t1Þ: ð4:3:25Þ

From equation (4.3.25) we have that 2c2 ¼ 1
�e�12e3t1þe�3t1

> 0, if t1 exists. So, what is left

to be shown is that the equation

2ð�e�12e3t1 þ e�3t1Þð�et1 þ 2Þ ¼ 2e�12e3t1 þ e�3t1

has a solution t1 2 ð0; 2Þ. Some elementary calculation shows that we can rewrite this

equation as

nðt1Þ :¼ 2e�12þ4t1 � 2e�2t1 � 6e�12þ3t1 þ 3e�3t1 ¼ 0: ð4:3:26Þ

Since nð0Þ > 0 and nð2Þ < 0, it follows from the continuity of nðtÞ that the equation

(4.3.26) has a solution t1 2 ð0; 2Þ. Which proves that equation (4.3.23) is a control

trajectory satisfying all conditions of Theorem 4.6.

Step 3: Next we consider the case c2 < 0. This case corresponds to an optimal control

u� ¼ 1 that is used during some time interval ½t2; t1� (see Step 1). The switching point t1 is
determined by the equation

2c2ð�e�12e3t1 þ e�3t1Þ ¼ �1

(see equation (4.3.19)).

During the time interval ½t2; t1�, the candidate optimal state trajectory satisfies

_xxðtÞ ¼ xðtÞ þ 2; xðt1Þ ¼ c2ð2e�12e3t1 þ e�3t1Þ: ð4:3:27Þ

(see equations (4.3.15) and (4.3.18)).

The solution x�ðtÞ of this differential equation (4.3.27) on ½t2; t1� is

x�ðtÞ ¼ c2ð2e�12e2t1 þ e�4t1Þet � 2þ 2et�t1 : ð4:3:28Þ

Since c2 < 0 and t � t1 � 0 we immediately deduce from this equation (4.3.28) that

x�ðtÞ < 0 for all t 2 ½t2; t1�. However, this implies (see equation (4.3.16)) that ��ðtÞ < �1

for all t 2 ½t2; t1�. So, no switching point will occur anymore and, thus, t2 ¼ 0. However,
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by assumption x�ð0Þ should equal 1. This is obviously impossible, so we conclude that the

case c2 < 0 does not provide any additional candidate optimal solutions.

So, in conclusion, the only candidate solution we have found is given by equation

(4.3.23). It can be shown in a similar way to the ensueing Example 4.10, that this solution

indeed solves our optimization problem. &

The previous examples clearly demonstrate the need for sufficient conditions to

conclude that a set of trajectories ðx�; u�; ��Þ satisfying equations (4.3.1)–(4.3.3) are

optimal. To that end we consider the so-called minimized Hamiltonian.

Definition 4.3

Consider the Hamiltonian Hðt; x; u; �Þ defined in equation (4.2.4). Then

H0ðt; x; �Þ :¼ min
u2U

Hðt; x; u; �Þ ð4:3:29Þ

is called the minimized Hamiltonian. &

Notice that the minimized Hamiltonian is a function of three arguments: t; x and �. From
the next lemma we infer that this minimized Hamiltonian is differentiable. This property

is used to obtain a sufficient condition for optimality.

Lemma 4.7

Let g : Rnþm ! R be a function of two variables x and u, with x 2 Rn and u 2 U � Rm.

Suppose that g is continuously differentiable in x, and that the function gðx; uÞ (seen as a

function of u) has a minimum on U for every x. Define

g0ðxÞ ¼ min
u2U

gðx; uÞ:

Finally, assume that g0 is convex. Then, the function g0 is differentiable, and for any

given x0

@g0

@x
ðx0Þ ¼ @g

@x
ðx0; u�Þ

where u� is any point in U that satisfies

gðx0; u�Þ ¼ g0ðx0Þ:

Proof

Take an x0 2 Rn. As a consequence of the assumed convexity of g0, there exists a vector

a 2 Rn such that

g0ðxÞ � g0ðx0Þ þ aTðx� x0Þ ð4:3:30Þ

for all x. Let u� 2 U be such that gðx0; u�Þ ¼ g0ðx0Þ: Then

gðx; u�Þ � g0ðx0Þ � g0ðx0Þ þ aTðx� x0Þ ¼ gðx0; u�Þ þ aTðx� x0Þ: ð4:3:31Þ
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Define a function G : Rn ! R by

GðxÞ :¼ gðx; u�Þ � aTðx� x0Þ:
Because, by assumption, gðx; u�Þ is continuously differentiable, GðxÞ 2 C1: Moreover, it

follows from equation (4.3.31) that

GðxÞ � gðx0; u�Þ
for all x, whereas we see from the definition of G that equality holds if x ¼ x0. In other

words, GðxÞ has a minimum at x0 and hence must satisfy the necessary condition

@G

@x
ðx0Þ ¼ 0:

From the definition of G, this means that

a ¼ @g

@x
ðx0; u�Þ

� �T
:

This proves that the vector a which determines the supporting hyperplane at ðx0; g0ðx0ÞÞ
at the right-hand side of equation (4.3.30) is uniquely determined. Consequently (for

example Roberto and Verberg, 1973), g0 must be differentiable at x0, and

@g0

@x
ðx0Þ ¼ aT ¼ @g

@x
ðx0; u�Þ: &

The next theorem is due to Arrow (1968).

Theorem 4.8 (Arrow)

Consider the optimization problem given in equations (4.2.1) and (4.2.2). Assume that

f ; g and h satisfy the Basic Assumptions A and the scrap-value function h is, moreover,

convex. Let the Hamiltonian H :¼ gþ �f . Suppose ðx�; u�; ��Þ is a solution to equations

(4.3.1)–(4.3.3). If the minimized Hamiltonian H0 in equation (4.3.29) is convex in x when

u ¼ u� and � ¼ ��, then ðx�; u�; ��Þ is an optimal solution to the problem (4.2.1) and

(4.2.2). Moreover, if H0 is strictly convex in x when u ¼ u� and � ¼ ��, the optimal state

trajectory x�ð:Þ is unique (but u� is not necessarily unique).

Proof

Let J� denote the cost corresponding to ðx�; u�; ��Þ. Then, from equation (4.2.5),

J� � J ¼
ðT
0

fHðt; x�; u�; ��Þ � ��ðtÞ _xx�ðtÞ � ðHðt; x; u; ��Þ � ��ðtÞ _xxðtÞÞgdt þ hðx�ðTÞÞ
� hðxðTÞÞ

¼
ðT
0

fHðt; x�; u�; ��Þ þ _���ðtÞx�ðtÞ � ðHðt; x; u; ��Þ þ _���ðtÞxðtÞÞgdt þ hðx�ðTÞÞ
� hðxðTÞÞ þ ��ðTÞðxðTÞ � x�ðTÞÞ; ðiÞ
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where the last equality follows again by integration by parts. From the convexity

assumption on H0 and the fact that H0 is differentiable (see Lemma 4.7) we obtain

H0ðt; x; ��Þ � H0ðt; x�; ��Þ � @H0

@x
ðt; x�; ��Þðx� x�Þ:

Since H0ðt; x�; ��Þ ¼ Hðt; x�; u�; ��Þ, using equation (4.3.2), we can rewrite the above

inequality as

0 � H0ðt; x; ��Þ � Hðt; x�; u�; ��Þ þ _���ðx� x�Þ
� Hðt; x; u; ��Þ � Hðt; x�; u�; ��Þ þ _���ðx� x�Þ: ðiiÞ

The last inequality is due to the fact that by definition ofH0,H0ðt; x; ��Þ � Hðt; x; u; ��Þ for
every choice of u. On the other hand it follows from equation (4.3.2) and the convexity of h

hðx�ðTÞÞ � hðxðTÞÞ þ ��ðTÞðxðTÞ � x�ðTÞÞ ¼ hðx�ðTÞÞ � hðxðTÞÞ þ @h

@x
ðx�ðTÞÞðxðTÞ

� x�ðTÞÞ � 0: ðiiiÞ
From the inequalities (ii) and (iii) it is then obvious that J� � J � 0 in (i). Obviously, if

the inequality in (ii) is strict, we also have a strict inequality in (i), which proves the

uniqueness claim. &

In practice, this theorem is applied as follows. Usually, the process of finding a candidate

solution from the necessary conditions already involves the determination of the function

u�ðt; x; �Þ, and this allows one to write down the minimized Hamiltonian H0ðt; x; �Þ. If the
trajectory ��ð:Þ corresponding to the candidate solution is also found, one can compute

H0ðt; x; ��ðtÞÞ for each t and see whether the resulting function in x is convex. One can

spare oneself the trouble of computing the trajectory ��ð:Þ if it turns out that H0ðt; x; �Þ is
convex in x for each t and each occurring value of �. For, obviously, H0ðt; x; ��ðtÞÞ is then
convex in x for each t as well and Arrow’s theorem applies.

If the Hamiltonian Hðt; x; u; ��ðtÞÞ is simultaneously convex in both arguments ðx; uÞ
for all t it can then be shown that H0ðt; x; ��ðtÞÞ is also convex in x for all t (see

Exercises). So, if Hðt; x; u; ��ðtÞÞ is simultaneously convex in ðx; uÞ for all t we can also

conclude from Arrow’s theorem that u�ð:Þ will be optimal. If the Hamiltonian

Hðt; x; u; ��ðtÞÞ is simultaneously strictly convex in ðx; uÞ for all t we have an even

stronger result. That is, in this case we can also conclude that u� is unique, a result which
is due to Mangasarian (1966).

Finally, we stress the point that it is not in general sufficient to verify that the

Hamiltonian Hðt; x; u; �Þ is convex in x. This is because H0ðt; x; �Þ equals

Hðt; x; u�ðt; x; �Þ; �Þ and this expression depends on x not only via the second argument

but also via the third argument, u�, of H.

Example 4.9

Reconsider Example 4.7. The minimized Hamiltonian for this example is

H0ðt; x; �Þ ¼ � if xþ � < 0;
�x if xþ � > 0:

�
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Obviously, for each t and each �, H0ðt; x; �Þ is convex in x. So, according to Theorem 4.8,

the candidate control function u�ð:Þ is indeed optimal in this example. &

Example 4.10

Reconsider Example 4.4. The minimized Hamiltonian for this example is

H0ðt; x; �Þ ¼ x2 � 1

4
b2�2 þ a�x:

Obviously, for each t and each �, H0ðt; x; �Þ is convex in x. So, according to Theorem 4.8,

the candidate control function u�ð:Þ is optimal in this example. In fact the Hamiltonian is

already simultaneously convex in ðx; uÞ. So, from Mangasarian’s result we conclude that

the optimal control is unique. &

In most applications it is difficult to find an analytical solution of the dynamic

optimization problem. In general, for scalar problems, one can still provide a qualitative

analysis of the problem. That is, by considering the phase plane formed by the state and

costate variable one can still get a rough idea how the optimal state and control trajectory

will evolve. As a first example reconsider Example 4.7.

Example 4.11

Reconsider the minimization problem

ð2
0

ðuðtÞ � 1ÞxðtÞdt; ð4:3:32Þ

subject to

_xxðtÞ ¼ uðtÞ; xð0Þ ¼ 0 and uðtÞ 2 ½0; 1�: ð4:3:33Þ

The Hamiltonian for this system is

Hðt; x; u; �Þ :¼ ðu� 1Þxþ �u: ð4:3:34Þ

So if there exists an optimal control function for this problem then, by Theorem 4.6,

necessarily there exists a costate function ��ð:Þ satisfying
_��ðtÞ ¼ 1� uðtÞ; �ð2Þ ¼ 0: ð4:3:35Þ

Furthermore,

u�ðtÞ ¼ arg min
uðtÞ2½0;1�

fðuðtÞ � 1Þx�ðtÞ þ ��ðtÞuðtÞg: ð4:3:36Þ

From equation (4.3.13) we recall that the optimal control is

u�ðtÞ ¼ 1 if x�ðtÞ þ ��ðtÞ < 0;
0 if x�ðtÞ þ ��ðtÞ > 0:

�
ð4:3:37Þ
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Combining the expression for u� in equation (4.3.37) with the set of differential equations
(4.3.33) and (4.3.35) yields

_xxðtÞ
_��ðtÞ

� �
¼ 0

0

� �
þ u

1� u

� �
; xð0Þ ¼ 0; �ð2Þ ¼ 0:

In the ðx; �Þ phase plane one gets, depending on the value of u, two different dynamics.

One corresponding to u ¼ 0 and one corresponding to u ¼ 1. At those points in the ðx; �Þ
phase plane where xþ � ¼ 0, switches take place between the two control regimes.

Therefore, the set of points in the ðx; �Þ plane where xþ � ¼ 0 is called the switching

curve.

To understand the complete dynamics of the candidate optimal state and costate

trajectory we proceed as follows. First, we determine the dynamics of both control

regimes separately. Then, both pictures are combined into one graph. From this graph we

then deduce what the optimal state and costate trajectory will look like. From this, we can

then infer the optimal control trajectory.

In case u ¼ 0, the optimal dynamics satisfy the set of differential equations

_xxðtÞ
_��ðtÞ

� �
¼ 0

1

� �
:

The trajectories of this set of differential equations are vertical lines which are passed in

an upward direction over time (see Figure 4.2(a)).

In case u ¼ 1, the optimal dynamics satisfy the set of differential equations

_xxðtÞ
_��ðtÞ

� �
¼ 1

0

� �
:

The trajectories of this set of differential equations are horizontal lines which are passed

in a forward direction over time (see Figure 4.2(b)).

x

(a) u = 0

x

λ

(b) u = 1

λ

Figure 4.2 Phase portrait for Example 4.11 for u ¼ 0 and u ¼ 1
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In Figure 4.3 we have sketched the combined phase portrait by copying the part of

Figure 4.2(a) that is above the line xþ � ¼ 0 (where u� ¼ 0 is optimal) and the part of

Figure 4.2(b) that is below the line xþ � ¼ 0 (where u� ¼ 1 is optimal).

Within this class of potential candidate optimal solutions we are looking for that

trajectory in Figure 4.3 which starts on the line x ¼ 0 and ends on the line � ¼ 0 and

traverses the trajectory in two time units. From this graph we infer that the optimal

control is provided by first choosing u ¼ 1 for some time interval followed by a switch

towards u ¼ 0 for the rest of the time period. Given the symmetry of the graph one

might expect that the switch takes place half-way through the planning interval, i.e. at

t ¼ 1. &

The next example illustrates a case where only a qualitative analysis is possible.

Example 4.12

Advertising by a firm affects its present and future sales. The following example

developed by Nerlove and Arrow (1962) treats advertising as an investment in building

up some sort of advertising capital usually called goodwill, g. It is assumed that this

goodwill depreciates over time at a constant proportional rate �, that is

_ggðtÞ ¼ ��gðtÞ þ uðtÞ; gð0Þ ¼ g0; ð4:3:38Þ

where uðtÞ � 0 is the advertising effort at time t measured, for example, in dollars per

unit time. We assume that the sales of the firm at time t, sðtÞ, depend on the goodwill and

the price pðtÞ of the product. Moreover, we assume that the firm is a monopolist and that

the price it sets is (apart from a fixed cost term) a function of its goodwill and its

advertising efforts. The profits of the firm at time t are then

�ðtÞ :¼ pðtÞsðtÞ � CðsðtÞ; uðtÞÞ:

x

λ

Figure 4.3 Combined phase portrait for Example 4.11
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So, the problem the firm is confronted with is to choose its advertising strategy uð:Þ such
that its discounted profits are maximized, that is, to minimize w.r.t. uð:Þ � 0

ðT
0

�e�rt�ðgðtÞ; uðtÞÞdt; ð4:3:39Þ

subject to equation (4.3.38) where r > 0 is the discount factor.

For simplicity assume that the profit function �ðg; uÞ can be written in the form

�ðg; uÞ ¼ �p1ðgÞ � p2ðuÞ þ cu

where p1 and p2 are increasing concave functions and c is a positive constant expressing

the cost of advertising. Then, with

f ¼ ��gþ u; g ¼ e�rtðp1ðgÞ þ p2ðuÞ � cuÞ; and h ¼ 0;

we conclude from Theorem 4.16 that if u�ð:Þ is the optimal control path, and g�ð:Þ the
corresponding optimal goodwill path, then it is necessary that there exists a costate path

��ð:Þ such that

_gg�ðtÞ ¼ ��g�ðtÞ þ u�ðtÞ; g�ð0Þ ¼ g0; ð4:3:40Þ
_���ðtÞ ¼ e�rt dp1

dg
ðg�ðtÞÞ þ ���ðtÞ; ��ðTÞ ¼ 0; ð4:3:41Þ

Hðt; g�; u�; ��Þ ¼ min
u�0

Hðt; g�; u; ��Þ; ð4:3:42Þ

where Hðt; g; u; �Þ ¼ �e�rtðp1ðgÞ þ p2ðuÞ � cuÞ þ �ð��gþ uÞ. To enhance a further

explicit solution of the above set of necessary conditions we assume that p2ðuÞ ¼ u�
1
2
u2. Then, since H is a convex function of u, the minimum value is attained at the

location where H has its global minimum if this location is positive. Otherwise, due to the

fact that the location has to be larger than zero, this minimum value is attained at zero.

Consequently condition (4.3.42) can be rewritten in shorthand as

u�ðtÞ ¼ maxð1� c� ert��ðtÞ; 0Þ: ð4:3:43Þ

By introducing the variable �ðtÞ ¼ ert�ðtÞ (and consequently _��ðtÞ ¼ rert�ðtÞ þ ert _��ðtÞ ¼
r�ðtÞ þ ert _��ðtÞÞ, we see that the set of equations (4.3.40)–(4.3.42) can be rewritten as

_gg�ðtÞ ¼ ��g�ðtÞ þ u�ðtÞ; g�ð0Þ ¼ g0 ð4:3:44Þ
_���ðtÞ ¼ dp1

dg
ðg�ðtÞÞ þ ð� þ rÞ��ðtÞ; ��ðTÞ ¼ 0 ð4:3:45Þ

u�ðtÞ ¼ maxð1� c� ��ðtÞ; 0Þ: ð4:3:46Þ

The expression that we found for u� in equation (4.3.46) now has to be combined with the

set of differential equations

_ggðtÞ
_��ðtÞ

� �
¼ ��g

dp1
dg

ðgðtÞÞ þ ð� þ rÞ�ðtÞ
� �

þ u

0

� �
; gð0Þ ¼ g0; �ðTÞ ¼ 0:
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In the ðg; �Þ phase plane we get, depending on the value of u, two different dynamics.

One, corresponding with u ¼ 0 and one corresponding with u ¼ 1� c� �. The switch-

ing curve, where switches between the two control regimes take place, is in this case

given by the set of points in the ðg; �Þ plane where 0 ¼ 1� c� �.
To understand the complete dynamics of the optimal investment process we proceed as

follows. First, we determine the dynamics of both control regimes separately. Then, we

combine both pictures into one graph and conclude from this graph how the optimal

investment path will look.

If u ¼ 0, the optimal dynamics satisfy the set of differential equations

_ggðtÞ
_��ðtÞ

� �
¼ ��g

dp1
dg

ðgðtÞÞ þ ð� þ rÞ�ðtÞ
� �

:

Using the algorithm given in section 3.4 we construct the phase portrait of this system.

To that end first recall that, since p1 is an increasing function, its derivative is

positive. Consequently, the planar system has a unique equilibrium point ðg; �Þ ¼�
0;� 1

�þr
dp1
dg

ð0Þ	. The matrix of the derivatives at the equilibrium point is

�� 0
d2p1
dg2

ð0Þ � þ r

� �
:

This matrix has one positive and one negative eigenvalue, so the equilibrium point is a

saddle. The horizontal isocline is given by � ¼ � 1
�þr

dp1ðgÞ
dg

, whereas the vertical isocline is

g ¼ 0. By inspection of the sign of the derivatives _gg and _�� in the different sectors the

solution curves can then be easily determined and are sketched in Figure 4.4(a).

In a similar way next the dynamical system is analyzed in case u ¼ 1� c� �. Then,
the planar system again has a unique equilibrium ðge; �eÞ that is attained at the inter-

section point of the line � ¼ ��gþ 1� c and the curve � ¼ � 1
�þr

dp1
dg

ðgÞ.

g

µ

µ = −1
δ + r

dp1
dg

Figure 4.4 (a) Phase portrait for Example 4.12 for u ¼ 0

148 Optimization techniques



The matrix of the derivatives at the equilibrium point is

�� �1
d2p1
dg2

ðgeÞ � þ r

� �
:

Since p1 is concave (and therefore
d2p1ðgÞ
dg2

< 0) it is easily verified that this matrix has one

positive and one negative eigenvalue. So the equilibrium point is again a saddle. The

horizontal isocline is given again by � ¼ � 1
�þr

dp1ðgÞ
dg

, whereas the vertical isocline is

� ¼ ��gþ 1� c.

By inspection of the sign of the derivatives _gg and _�� in the different sectors we then

obtain the phase portrait as sketched in Figure 4.4(b). In Figures 4.4(c) and (d) the

g

µ

µ = −δg + 1 − c µ = −1
δ + r

dp1
dg

Figure 4.4 (b) Phase portrait for Example 4.12 for u ¼ 1� c� �

g

µ

Switching curve

µ = −δg + 1 − c

µ = −1
δ + r

dp1
dg

Figure 4.4 (c) Phase portrait for Example 4.12, c < 1
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combined phase portrait is sketched by copying the part of Figure 4.4(a) that is above

the line � ¼ 1� c (where u� ¼ 0 is optimal) and the part of Figure 4.4(b) that is below

the line � ¼ 1� c (where u� ¼ 1� c� � is optimal). From this combined phase portrait

it is clear that if c < 1 (see Figure 4.4(c)), irrespective of the exact choice of p1 and other

model parameters, the policy u� ¼ 1� c� �� is always optimal. On the other hand, the

phase portrait sketched in Figure 4.4(d) suggests that, if c > 1, different optimal strategies

might occur. Depending on the exact values of c and g0 the strategy uð:Þ ¼ 0 is sometimes

optimal, whereas in other cases a strategy uðtÞ ¼ 1� c� ��; t 2 ½0; t0� followed by

uðtÞ ¼ 0; t 2 ½t0; T � might be optimal.

Finally notice that Hxx ¼ �p1;xx, Hxu ¼ 0 and Huu ¼ �p2;uu. Since we assumed that

pi; i ¼ 1; 2; are concave we conclude that H00 is simultaneously convex in ðg; uÞ.
Therefore, according to the discussion following on from Theorem 4.8, any solution

satisfying the equations (4.3.44)–(4.3.46) will be optimal.

We hope this will give the reader a flavor of how this kind of optimization problem can

be analyzed. &

In many planning problems the choice of a planning period, T , is somewhat artificial. If

plans are made for an indefinite period, it may be reasonable to take T ¼ ‘1’. There are

some difficulties with this choice, however, which must be tackled. One problem is that

the value of the criterion might become infinite since integration takes place over an

infinitely long interval. Like before, we cope with this problem by restricting the set of all

admissible controllers. We just consider those control functions for which the cost

Jðx0; uÞ :¼
ð1
0

gðt; xðtÞ; uðtÞÞdt ð4:3:47Þ

g

µ

Switching curve

µ = −δg + 1 − c 

µ = −1
δ + r

dp1
dg

Figure 4.4 (d) Phase portrait for Example 4.12, c > 1
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exists (as a finite number) and the state xðtÞ converges. The scrap value hðxðTÞÞ has been
dropped in this expression, because there is no final terminal time. Therefore, the set of

admissible control functions will be restriced to

Ure :¼ fu 2 U j Jðx0; uÞ exists as a finite number and lim
t!1 xðtÞ exists:g ð4:3:48Þ

Another problem is that if for some initial state x0 the differential equation has a solution

on ½0;1Þ this does not imply that there is an open neighborhood of x0 such that for all

initial states in this neighborhood a solution also exists on ½0;1Þ. Reconsider, for

example, Example 3.5.

Example 4.13

Consider the differential equation

_xx ¼ x2; xð0Þ ¼ 0:

Then, obviously, xð:Þ ¼ 0 is the solution of this initial-value problem. This solution is

defined on ½0;1Þ (assuming for the moment that we are only interested in solutions on

the positive real half line). However, for every positive initial state x0 ¼ 1=p > 0, the

solution of this differential equation is xðtÞ ¼ 1
p�t

. So, for any positive initial state

x0 ¼ 1=p the maximal interval of existence is ½0; pÞ. So, there does not exist an open

interval around xð0Þ ¼ 0 such that for every initial xð0Þ in this interval the differential

equation has a solution on ½0;1Þ. &

In the derivation of the maximum principle on a finite planning horizon we used the

property that if the problem (4.2.1) and (4.2.2) has an optimal solution, then there is also a

‘neighborhood’ of this optimal solution for which the differential equation has a solution.

Example 4.13 above illustrates that without further assumptions this property cannot be

guaranteed in general. Theorem 3.10 showed that a condition which guarantees that

solutions will exist for all initial states on the whole interval ½0;1Þ is that f ðt; xðtÞ; uðtÞÞ is
globally Lipschitz. Theorem 4.9, below, does not make this assumption but restricts the

analysis to the set of all control sequences for which the solution of the differential

equation (4.2.2) exists. It provides the following analogue of Theorem 4.6 (see the

Appendix at the end of this chapter for an outline of the proof).

Theorem 4.9

Consider the optimization problem given by equation (4.3.47) and (4.2.2). Assume that

f ; g and h satisfy the Basic Assumptions A and let H :¼ gþ �f . Moreover assume that

u 2 Ure.

Let u�ðtÞ 2 Ure be a control that yields a local minimum for the cost function (4.3.47),

and let x�ðtÞ be the corresponding state trajectory.

Let AðtÞ :¼ fxðt; x�ðtÞ; u�ðtÞÞ and �ðt; t0Þ be the fundamental matrix of the correspond-

ing linear system

_yyðtÞ ¼ AðtÞyðtÞ with �ðt0; t0Þ ¼ I: ð4:3:49Þ
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Assume that for every t0 (i) there is a bound M such that for all t � t0 j�ðt; t0Þj < M, and

(ii) lim
t!1 j�ðt; t0Þj ¼ 0. Furthermore, let the costate function ½���T : ½0;1Þ ! Rn be a

solution of the linear differential equation

_���ðtÞ ¼ � @Hðt; x�; u�; ��Þ
@x

: ð4:3:50Þ

Finally, assume that lim
t!1��ðtÞx�ðtÞ exists. Then, for all t 2 ð0;1Þ at which u� is

continuous,

Hðt; x�; u�; ��Þ ¼ min
u2U

Hðt; x�; u; ��Þ: ð4:3:51Þ
&

An important distinction between the above theorem and Theorem 4.6 is that the

constraints on the costate variable �� are lacking. As a result one will in general get

an infinite number of candidate solutions, among which one has to search for an optimal

one. In case the optimization problem has a one-dimensional state, one can use a phase

plane analysis to get a survey of all candidate solutions, and then it is usually not too

difficult to find out which one is optimal. In well-posed economic problems, the optimal

solution often corresponds to a path converging to an equilibrium. The next example

illustrates the above sketched procedure.

Example 4.14

Reconsider Example 4.4 on the linear quadratic control problem for an infinite planning

horizon T with the requirement that xðtÞ converges to zero (otherwise the cost function J

becomes unbounded). That is, minimizeð1
0

fx2ðtÞ þ u2ðtÞgdt

subject to

_xxðtÞ ¼ axðtÞ þ buðtÞ; xð0Þ ¼ 1; ðb 6¼ 0Þ:
Assume that a < 0. If u�ð:Þ is the optimal control path, x�ð:Þ the corresponding optimal

state trajectory and �� the solution of the differential equation

_���ðtÞ ¼ �ð2x�ðtÞ þ a��ðtÞÞ; ð4:3:52Þ
where ��ðtÞx�ðtÞ converges then, by Theorem 4.9, necessarily ðx�; u�; ��Þ satisfy

_pp�ðtÞ ¼ ax�ðtÞ þ bu�ðtÞ; x�ð0Þ ¼ 1 ð4:3:53Þ
0 ¼ 2u�ðtÞ þ b��ðtÞ: ð4:3:54Þ

In a similar way to Example 4.4 we see that x� and �� should satisfy the set of differential
equations

_xx�ðtÞ
_���ðtÞ

� �
¼ a � 1

2
b2

�2 �a

� �
x�ðtÞ
��ðtÞ

� �
; x�ð0Þ ¼ 1: ð4:3:55Þ
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Next we construct a phase portrait of this system of differential equations (4.3.55).

It is easily verified that ðxe; �eÞ ¼ ð0; 0Þ is the only equilibrium point of equations

(4.3.55). Obviously, the derivative of the planar system at the equilibrium point coincides

with the matrix

a � 1
2
b2

�2 �a

� �
:

Since this matrix always has one positive eigenvalue
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ b2

p
and one negative

eigenvalue � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ b2

p
, the equilibrium point is a saddle. The vertical isocline in the

ðx; �Þ-plane is given by � ¼ 2a
b2
x and the horizontal isocline by � ¼ � 2

a
x. A sketch of the

phase plane is given in Figure 4.5.

Obviously, there is only one ðx; �Þ path that has the property that xðtÞ converges to zero
when t ! 1: That path is the trajectory leading to the equilibrium point ð0; 0Þ. So, this is
the only candidate optimal solution. &

Note

If the parameter a in Example 4.14 above is positive, Theorem 4.9 can also be used to

derive necessary optimality conditions by considering the equivalent problem

_xxðtÞ ¼ ðaþ bf ÞxðtÞ þ b~uuðtÞ
min
~uu

ð1
0

x2ðtÞ þ ðfxðtÞ þ ~uuðtÞÞ2dt;

where f is chosen such that aþ bf < 0.

Obviously, this approach can also be used for the general setting if matrix AðtÞ in

Theorem 4.9 does not invoke an asymptotically stable system. &

x

λ = −2
a x

λ = −2a
b2 x

λ

Figure 4.5 Phase plane for Example 4.14
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4.4 Dynamic programming principle

Compared with Pontryagin’s maximum principle, the principle of dynamic programming

to solve dynamic optimal control problems is surprisingly clear and intuitive. Instead of

necessary conditions it provides sufficient conditions to conclude that the dynamic

optimization problem given by equations (4.2.1) and (4.2.2) will have a solution (and a

way of finding the optimal control). This optimization technique was developed by

Bellman and Isaacs2 at the RAND Corporation at the end of the 1940s and early on the

1950s. Particularly in the study of optimal control problems in discrete time it has made a

tremendous contribution in a wide range of applications. Its application in continuous

dynamic optimal control problems has led to the invention of the famous Hamilton–

Jacobi–Bellman (HJB) partial differential equation which is used for constructing an

optimal feedback control law.

We shall introduce Bellman’s principle of optimality via a simple picture as shown in

Figure 4.6.

Suppose we wish to travel from the point A to the point D by the shortest possible path,

and that this optimal path is given by ABCD, where the intermediate points B and C

represent some intermediate stages. Now let us suppose that we start from point B and

wish to travel to point D by the shortest possible path. According to Bellman’s principle

of optimality this optimal path is then given by BCD. Although this answer seems to be

trivial we shall nevertheless prove it. Suppose there exists a different path from B to D

given by the dashed line BED that is optimal. Then, since distance is additive, it implies

that the path ABED is shorter in going from A to D than our optimal path ABCD. Since

this is a contradiction, we conclude therefore that the path BED cannot be optimal in

going from B to D.

We like to use this idea to solve our dynamic optimal control problem given by

equations (4.2.1)–(4.2.2) subject to the constraint uð:Þ 2 U. To that end we introduce the

2Once again we stress here the point that from an historic point of view it is impossible to
find out whether Bellman or Isaacs has the priority for this principle (see, for example, Breitner
(2002).

A

B

C
D

E

Figure 4.6 Shortest path principle
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intermediate optimal control problem to find a control function uð:Þ 2 U that minimizes

the cost function

Jðt0;�xx; uÞ :¼
ðT
t0

gðt; xðtÞ; uðtÞÞdt þ hðxðTÞÞ ð4:4:1Þ

where the state variable xðtÞ satisfies the differential equation:

_xxðtÞ ¼ f ðt; xðtÞ; uðtÞÞ; xðt0Þ ¼ �xx: ð4:4:2Þ

That is, instead of considering the original optimization problem, we consider the opti-

mization problem starting at an intermediate point in time t0 and assuming that the state

of the system is at that time given by �xx. Assume that the optimization problem (4.4.1) and

(4.4.2) subject to the constraint uð:Þ 2 U has a solution u�ð:Þ. Then, this optimal control

depends on the initial state and the initial time. That is, u�ðtÞ ¼ u�ðt0;�xx; tÞ. This optimal

control path induces via equation (4.4.2) a corresponding optimal state trajectory x�ðt0;�xxÞ.
Once both these optimal control and state trajectories are known one can then compute

from equation (4.4.1) the corresponding minimal cost J�ðt0;�xxÞ. Following standard

notation in the literature we will denote this value of the cost function by Vðt0;�xxÞ. So,
Vðt0;�xxÞ ¼ J�ðt0;�xxÞ: ð4:4:3Þ

Now, one can change the initial time and/or the initial state of the system. This results in

different optimization problems and therefore a different cost. That is, by changing the

initial time and/or initial state, the value of the cost function can be viewed at as a

function of both these arguments. We will call this function Vðt; xÞ the value function.

We may now apply Bellman’s principle of optimality to derive a partial differential

equation for the value function Vðt; xÞ. According to Bellman’s optimality principle for

0 < �t < T � t0 the following identity holds

Vðt0;�xxÞ ¼ min

ðt0þ�t

t0

gðt; xðtÞ; uðtÞÞdt þ Vðt0 þ�t; xðt0 þ�tÞÞ
� �

; ð4:4:4Þ

where the minimum is taken under the conditions

_xxðtÞ ¼ f ðt; xðtÞ; uðtÞÞ; xðt0Þ ¼ �xx; uðtÞ 2 U:

We consider this equation for small values of �t and, in the end, we shall let �t tend to

zero. Assume that the partial derivative of the value function Vðt; xÞ w.r.t. x exists and is,

moreover, continuous. Then, since _xx is continuous too, we have (using the mean value

theorem twice):

Vðt0 þ�t; xðt0 þ�tÞÞ ¼ Vðt0 þ�t; xðt0Þ þ�t _xxðt1ÞÞ
¼ Vðt0 þ�t; xðt0ÞÞ þ @V

@x
ðt0 þ�t; xðt2ÞÞ _xxðt1Þ�t;

where due to the continuity assumptions _xxðt1Þ converges to _xxðt0Þ ¼ f ðt0;�xx; u0Þ and
@V
@x ðt0 þ�t; xðt2ÞÞ converges to @V

@x ðt0; xðt0ÞÞ if �t converges to zero. Next, we insert
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this expression into the right-hand side of equation (4.4.4). Notice that the term

Vðt0 þ�t; xðt0ÞÞ can be taken out of the ‘min’ operation since it does not depend on

the input uðtÞ. Taking this term to the left-hand side, we obtain

Vðt0;�xxÞ � Vðt0 þ�t;�xxÞ ¼ min

ðt0þ�t

t0

gðt; xðtÞ; uðtÞÞdt þ @V

@x
ðt0 þ�t; xðt2ÞÞ _xxðt1Þ�t

� �
:

Dividing by �t and letting �t approach 0, one obtains

� @V

@t
ðt0;�xxÞ ¼ min

u2U
gðt0;�xx; u0Þ þ @V

@x
ðt0;�xxÞf ðt0;�xx; u0Þ

� �
: ð4:4:5Þ

Since the time t0 and the state �xx that we started with were arbitrary, we see that the value

function satisfies the following conditions:

� @V

@t
ðt; xÞ ¼ min

u2U
gðt; x; uÞ þ @V

@x
ðt; xÞf ðt; x; uÞ

� �

VðT; xÞ ¼ hðxðTÞÞ:

Observe that derivatives with respect to both t and x occur. For that reason this is called a

partial differential equation. The above partial differential equation is usually called the

Hamilton–Jacobi–Bellman equation. Once this equation is solved, the optimal control

u�ð:Þ is found for each t and x as the value that achieves the minimum in equation (4.4.5).

Theorem 4.10 (Dynamic Programming)

Consider the optimization problem given by equations (4.2.1) and (4.2.2). Assume the

functions f , g and h satisfy the Basic Assumptions A. Let u�ðtÞ 2 U be a control that

yields a local minimum for the cost function (4.2.1), and let x�ðtÞ be the corresponding

state trajectory. Let Vðt; xÞ :¼ J�ðt; xÞ be as described in equation (4.4.3) and assume that

both partial derivatives of Vðt; xÞ exist, @V@x is continuous and, moreover, d
dt
Vðt; xðtÞÞ exists.

Then for t0 � t � T

� @V

@t
ðt; xÞ ¼ min

u2U
gðt; x; uÞ þ @V

@x
ðt; xÞf ðt; x; uÞ

� �
; VðT; xÞ ¼ hðxðTÞÞ ð4:4:6Þ

and

u�ðt; xÞ ¼ argmin
u2U

gðt; x; uÞ þ @V

@x
ðt; xÞf ðt; x; uÞ

� �
: ð4:4:7Þ

&

Proof

It has been shown above that whenever, u�ð:Þ is an optimal control, then necessarily

equation (4.4.6) holds under the stated assumptions. What is left to be shown is that if the

control u�ð:Þ is chosen as in equation (4.4.7), this control is optimal.
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From equation (4.4.6) it follows that for an arbitrary uð:Þ 2 U,

� @V

@t
ðt; xÞ � gðt; x; uÞ þ @V

@x
ðt; xÞf ðt; x; uÞ; and

� @V

@t
ðt; x�Þ ¼ gðt; x�; u�Þ þ @V

@x
ðt; x�Þf ðt; x�; u�Þ:

Or, stated differently,

@V

@t
ðt; xÞ þ @V

@x
ðt; xÞf ðt; x; uÞ þ gðt; x; uÞ � 0; and ð4:4:8Þ

@V

@t
ðt; x�Þ þ @V

@x
ðt; x�Þf ðt; x�; u�Þ þ gðt; x�; u�Þ ¼ 0: ð4:4:9Þ

Since
dVðt;xðtÞÞ

dt
¼ @Vðt;xÞ

@t þ @Vðt;xÞ
@x

dxðtÞ
dt
, integrating equations (4.4.8) and (4.4.9) from 0 to T

yields

VðT ; xðTÞÞ � Vð0; xð0ÞÞ þ
ðT
0

gðt; x; uÞdt � 0; and ð4:4:10Þ

VðT; x�ðTÞÞ � Vð0; xð0ÞÞ þ
ðT
0

gðt; x�; u�Þdt ¼ 0: ð4:4:11Þ

Substitution of Vð0; xð0ÞÞ from equation (4.4.11) into equation (4.4.10) then shows that

ðT
0

gðt; x; uÞdt þ VðT; xðTÞÞ �
ðT
0

gðt; x�; u�Þdt þ VðT ; x�ðTÞÞ;

from which it is clear that u�ð:Þ is indeed optimal. &

Note

To calculate the optimal control in equation (4.4.7) one first has to solve the Hamilton–

Jacobi–Bellman (HJB) equation (4.4.6). Formula equation (4.4.7) then gives the optimal

control at arbitrary times t as a possibly time-dependent function of the current state. So

the dynamic programming method not only solves the original optimization problem, but

tells us even at arbitrary times and arbitrary states what the best action is. Obviously, this

is a very nice property in case the decision maker is confronted during the control process

with influences which cannot be predicted beforehand. &

To solve the optimization problem given in equations (4.2.1) and (4.2.2) by means of the

method of dynamic programming one can proceed as shown in the following algorithm.

Algorithm 4.1

(i) Inspect the problem formulation. If the given problem is a maximization problem,

convert it to a minimization problem by inverting the sign of the optimization

Dynamic programming principle 157



criterion. Identify the state evolution function f ðt; x; uÞ, the instantaneous objective

function gðt; x; uÞ and the scrap-value function hðxðTÞÞ.
(ii) Write down the Hamilton–Jacobi–Bellman equation. This equation contains a

minimization operation.

(iii) Find, for every x and t, the value of u that achieves the minimum. This gives the

optimal control u� as a function of the time t and the state x. This function is in

general expressed in terms of the value function V , which still needs to be computed.

(iv) Insert the minimizing value of u in the right-hand side of the HJB equation. The HJB

equation now becomes a partial differential equation in which no longer a

minimization operation appears.

(v) Solve the HJB equation.

(vi) The explicit form of the value function can now be used, together with the result of

step (ii), to write down the optimal control strategy as a function of the time t and

the current state x.

(vii) If it is desired to find the optimal control policy as a function of time only, solve the

differential equation _xxðtÞ ¼ f ðt; xðtÞ; u�ðt; xðtÞÞ. The optimal control policy is then

uðtÞ ¼ u�ðt; xðtÞÞ where xðtÞ is the solution of the differential equation. &

Usually, step (vii) in the above algorithm is skipped since, on the one hand, even when

u�ðt; xÞ is available in explicit form it may not be easy to solve the ordinary differential

equation _xxðtÞ ¼ f ðt; xðtÞ; u�ðt; xðtÞÞ and, on the other hand, (see Note following Theo-

rem 4.10) having the optimal policy available as a function of time and state (‘feedback

form’) is often viewed as even better than having it available only as a function of time

(‘open-loop form’). The feedback strategy as obtained from the dynamic programming

algorithm is optimal for any initial condition, whereas the open-loop policy is only

optimal for the initial condition that is given in the problem formulation. However, to

implement the feedback strategy one needs to monitor the state variable xðtÞ continu-

ously; so this strategy only makes sense if full information about the current state is

available and can be obtained at negligible cost.

As already mentioned above, the HJB equation (4.4.6) is a partial differential equation.

In fact it is in general a nonlinear partial differential equation, and so it belongs to one of

the most difficult areas of scientific computing. The computational difficulties associated

with partial differential equations in more than two or three variables are often

prohibitive. In some examples analytical solution is possible. One of the most well-

known cases is the linear quadratic case, which we will elaborate on below.

As already outlined in the beginning of this section the dynamic programming theorem

just provides a set of sufficient conditions to conclude that the optimization problem has a

solution. The sufficient conditions are that the dynamic programming algorithm presumes

that various partial differentiability properties are satisfied by the value function. In fact in

most cases where the optimal control function has discontinuities (which often occurs if,

for example, the set U differs from Rm) this will not be the case. So, in those cases the

method breaks down. That is, if these conditions are not satisfied we do not know whether

the problem will have a solution or not (see also section 4.5).
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Note

1. Following the same lines as above it is easily verified that the recursion (4.4.6) also

holds with

Vinf ðt; xÞ :¼ inf
u2U

ðT
t

gðs; xðsÞ; uðsÞÞdsþ hðxðTÞÞ;

provided this infimum exists as a finite number for all t 2 ½0; T �. That is, under the
same conditions as Theorem 4.10 we have that if �1 < Vinf ðt; xÞ < 1, both partial

derivatives of Vinf ðt; xÞ exist, @V@x is continuous and, moreover, d
dt
Vðt; xðtÞÞ exists then,

for t0 � t � T

� @Vinf

@t
ðt; xÞ ¼ inf

u2U
fgðt; x; uÞ þ @Vinf

@x
ðt; xÞ f ðt; x; uÞg; Vinf ðT ; xÞ ¼ hðxðTÞÞ:

2. With T ¼ 1 and hðxðTÞÞ ¼ 0 under the same conditions as in Theorem 4.10

Vðt; xÞ :¼ min
u2Ure

ð1
t

gðs; xðsÞ; uðsÞÞds;

satisfies the recursion

�Vtðt; xÞ ¼ min
u2U

fgðt; x; uÞ þ @V

@x
ðt; xÞ f ðt; x; uÞg: ð4:4:12Þ

where

u�ðt; xÞ ¼ argmin
u2U

fgðt; x; uÞ þ @V

@x
ðt; xÞ f ðt; x; uÞg: ð4:4:13Þ

3. In case both functions f and g do not explicitly depend on time in item 2, above,

Vt ¼ 0 in equation (4.4.12) (see Exercises). &

An advantage of the dynamic programming algorithm is that it immediately facilitates

an interpretation of the costate variable �� in the maximum principle. If we consider

��ðtÞ :¼ Vxðt; xÞ we see that the equations in Theorems 4.6 and 4.10 coincide if we can

show that with this definition of ��, equation (4.3.2) is satisfied. A proof of this result is

provided in the Appendix to this chapter using some additional smoothness assumptions.

Proposition 4.11 (Shadow price interpretation)

Consider the costate variable in the maximum principle. Then

��ðtÞ ¼ @Vðt; x�ðtÞÞ
@x

: ð4:4:14Þ
&
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The name shadow price is explained by interpreting the optimization problem as a profit

maximization problem. That is, interpret the state variable, x, as representing the capital

stock of a firm, the control variable, u, as representing a business decision the firm makes

at each moment of time and the objective function as the profit function of the firm. Then

the above Proposition 4.11 states that the use of one additional unit of capital at time t

gives an additional total profit of ��. Therefore, if the price of capital is below this

number, it makes sense for the firm to use additional capital, whereas if this number is

below the price of capital it makes sense to lower its amount of capital used. So, in the

optimal situation the amount of capital used is such that the price of capital equals this

number ��.

Example 4.15

Reconsider Example 4.4 on the linear quadratic case. That is, consider the minimization

of

ðT
0

fx2ðtÞ þ u2ðtÞgdt þ ex2ðTÞ ð4:4:15Þ

subject to

_xxðtÞ ¼ axðtÞ þ buðtÞ; xð0Þ ¼ 1 ðb 6¼ 0Þ: ð4:4:16Þ

We will follow the procedure outlined in the Algorithm following Theorem 4.10 to solve

this problem.

(i) The functions in the general formulation have the following form:

f ðt; x; uÞ ¼ axþ bu

gðt; x; uÞ ¼ x2 þ u2

hðt; x; uÞ ¼ ex2:

(ii) The Hamilton–Jacobi–Bellman equation for the value function Vðt; xÞ is:

� @V

@t
ðt; xÞ ¼ min½x2 þ u2 þ @V

@x
ðt; xÞðaxþ buÞ�

with the boundary condition

VðT; xÞ ¼ ex2:

(iii) Next differentiate

x2 þ u2 þ @V

@x
ðt; xÞðaxþ buÞ
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with respect to u. Finding the points where this derivative becomes zero gives

u� ¼ � 1

2
b
@V

@x
ðt; xÞ: ð4:4:17Þ

(iv) Substitution of equation (4.4.17) into the HJB equation gives the following partial

differential equation

� @V

@t
ðt; xÞ ¼ x2 � 1

4
b2

@V

@x
ðt; xÞ

� �2

þ @V

@x
ðt; xÞax; VðT ; xÞ ¼ ex2: ð4:4:18Þ

(v) To solve the above partial differential equation, try a solution of the form

Vðt; xÞ ¼ kðtÞx2 ð4:4:19Þ

where kðtÞ is an as yet unknown function of time. With this guess,

@V

@t
ðt; xÞ ¼ _kkðtÞx2; and

@V

@x
ðt; xÞ ¼ 2kðtÞx:

Substitution of this into the partial differential equation (4.4.18) gives

� _kkðtÞx2 ¼ x2 � b2k2ðtÞx2 þ 2kðtÞax2; VðT ; xÞ ¼ ex2: ð4:4:20Þ

So, a function of the form (4.4.19) satisfies equation (4.4.18) if kðtÞ satisfies the

ordinary differential equation3

_kkðtÞ ¼ �2akðtÞ þ b2k2ðtÞ � 1; kðTÞ ¼ e: ð4:4:21Þ

(vi) If the Riccati equation (4.4.21) has a solution then the optimal control strategy as a

function of the time and the current state is

u�ðt; xÞ ¼ kðtÞx:

(vii) The open-loop expression for the optimal control is obtained as follows. First

substitute u� into the differential equation (4.4.16). Solving the resulting differential

equation _xxðtÞ ¼ ðaþ bkðtÞÞxðtÞ; xð0Þ ¼ 1 then yields the optimal state trajectory

x�ð:Þ. u�ðtÞ ¼ kðtÞx�ðtÞ is then the corresponding open-loop optimal control. Of

3Equations in which a square of the unknown function appears, such as equation (4.4.20), were
studied by Count Jacopo Francesco Riccati in 1723, so about 25 years after the invention of the
differential calculus; these quadratic differential equations are nowadays known as Riccati
equations.
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course this expression should coincide with the solution of the two-point boundary-

value problem (4.2.28).

Finally notice, that Vðt; xÞ ¼ kðtÞx2 satisfies all assumptions imposed in the dynamic

programming Theorem 4.10. &

4.5 Solving optimal control problems

In the previous sections we have seen a number of theorems stating either necessary or

sufficient conditions for a control path to be optimal. In practice it turns out, however, that

the correct use of these theorems is sometimes tricky. Therefore we state here how one

should proceed with the presented material.

Consider first the approach which uses necessary optimality conditions, that is,

conditions that every optimal solution must satisfy. If there are only a few solutions

that satisfy the necessary conditions, we can simply compare the value of the cost

function for these candidate optimal solutions. The solution which has the lowest value is

then the candidate sought optimal solution. Why is this still just the candidate solution?

That is because the problem might not have a solution at all. For instance, if we look at

the minimum value of the scalar function f ðxÞ ¼ �x2, then the first-order necessary

condition yields the only candidate solution x ¼ 0. Obviously, the problem has no

solution in this case. So, if one just considered the necessary condition in this example

one would draw a wrong conclusion. So, the approach based on necessary optimality

conditions should always be followed by an inspection of optimality of the proposed

candidate solution.

Next, consider the approach that uses sufficient optimality conditions. That is, the

approach that returns solutions under the assumption that a number of a priori imposed

conditions are satisfied by the optimization problem. Every such solution is then optimal.

The problem with this approach is that we can miss some, or maybe all, of the optimal

solutions if the sufficient optimality conditions are too strong. For instance, we know that

a convex function yields a global minimum at a stationary point. Now, consider the

function f ðxÞ ¼ sinðxÞ. This function is not convex, but it has an infinite number of global

minimum locations.

4.6 Notes and references

The following books have been consulted. For section 4.1 the book by Luenberger (1969)

and for section 4.2 the books of Chiang (1992) and Teo, Goh and Wong (1991). For

sections 4.3 and 4.4 the lecture notes ‘Dynamic Optimization’ by Schumacher (2002) and

‘Optimalisering van Regelsystemen’ by Hautus (1980) have been extensively used.

In the literature several extensions of the basic problem setting analyzed in this chapter

have been covered. For instance the inclusion of constraints on the state variables during

the planning horizon and the consideration of an infinite planning horizon with adapted

optimality definitions are subjects which have been thoroughly analyzed. The books by

Feichtinger and Hartl (1986) and Seierstad and Sydsaeter (1987), for example, contain an
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extensive treatment of the maximum principle with many economic applications, whereas

three classical works which give extensive technical details on optimal control problems

including endpoint and/or state constraints are Fleming and Rishel (1975), Lee and

Markus (1967) and Neustadt (1976). In the book by Carlson and Haurie (1991) one can

find various considerations concerning infinite planning horizon optimal control problems

(see also Halkin (1974) and Brock and Haurie (1976)). For linear systems there is a large

amount of literature dealing with control problems in a more general setting. Two

adequate textbooks are Zhou, Doyle and Glover (1996) and Trentelman Stoorvogel and

Hautus (2001).

4.7 Exercises

1. Determine the Gateaux differential of the following matrix functions f at X with

increment �X.

(a) f ðXÞ ¼ AX;

(b) f ðXÞ ¼ XTAX;

(c) f ðXÞ ¼ AX2 þ X.

2. Prove Theorem 4.3.

3. Solve the following minimization problems.

(a) min
uð:Þ

ð3
0

f2xðtÞ þ 3u2ðtÞgdt subject to _xxðtÞ ¼ uðtÞ; xð0Þ ¼ �1:

(b) min
uð:Þ

ð1
0

f2xðtÞ þ 1

2
u2ðtÞgdt � x3ð1Þ subject to _xxðtÞ ¼ uðtÞ; xð0Þ ¼ 1:

(c) min
uð:Þ

ð2
0

f2xðtÞ þ 1

4
u4ðtÞgdt þ xð2Þ subject to _xxðtÞ ¼ �uðtÞ þ 1; xð0Þ ¼ 0:

4. Solve the following minimization problems.

(a) min
cð:Þ

ð2
0

fnðtÞ þ c2ðtÞgdt subject to _nnðtÞ ¼ nðtÞ þ 2cðtÞ � 4; nð0Þ ¼ 1:

(b) min
cð:Þ

ðT
0

f2nðtÞ þ c2ðtÞgdt þ 2nðTÞ subject to _nnðtÞ ¼ 2nðtÞ þ cðtÞ; nð0Þ ¼ 1:

(c) min
cð:Þ

ð1
0

3

2
n2ðtÞ þ 1

2
c2ðtÞ

� �
dt subject to _nnðtÞ ¼ nðtÞ þ cðtÞ; nð0Þ ¼ 1:

5. Solve the following minimization problems.

(a) min
�1�pð:Þ�1

ð1
0

f�yðtÞgdt subject to _yyðtÞ ¼ yðtÞ þ pðtÞ; yð0Þ ¼ 0:

(b) min
0�qð:Þ�1

ð1
0

f�q2ðtÞ þ qðtÞ � trðtÞgdt subject to _rrðtÞ ¼ t þ 2qðtÞ; rð0Þ ¼ 1:

(c) min
�1�wð:Þ�1

ð4
0

f3w2ðtÞ þ 4vðtÞgdt subject to _vvðtÞ ¼ �vðtÞ þ 3wðtÞ; vð0Þ ¼ 1:
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(d) min
0�uð:Þ�1

ð5
0

1

2
x2ðtÞ � u2ðtÞ

� �
dt subject to _xxðtÞ ¼ 2uðtÞ; xð0Þ ¼ 3: (Hint: first

show that the costate ��ðtÞ � 0 for t 2 ½0; 5�, next show that u�ðtÞ ¼ 0 if

�� < 1
2
and u�ðtÞ ¼ 1 if �� > 1

2
.)

6. Assume that the problem to find the minimum of the integral

ðT
0

fxTðtÞQxðtÞ þ uTðtÞRuðtÞgdt þ xTðTÞQTxðTÞ subject to _xxðtÞ ¼ AxðtÞ þ BuðtÞ;
xð0Þ ¼ x0;

has a solution. Here, Q, QT and R are symmetric matrices where R is additionally

assumed to be positive definite. Let S :¼ BR�1BT . Show that a costate function ��ð:Þ
exists such that the following two-point boundary-value problem has a solution:

_xx�ðtÞ
_���ðtÞ

� �
¼ A �S

�Q �AT

� �
x�ðtÞ
��ðtÞ

� �
; with

x�ð0Þ
��ðTÞ

� �
¼ x0

QTx
�ðTÞ

� �
:

(Hint: determine first, using the maximum principle, the necessary condition for

u�ðtÞ.)
7. Let S and U be convex sets in Rn and Rm, respectively. Let f ðx; uÞ be a convex

function of ðx; uÞ, x 2 S, u 2 U. Define

hðxÞ :¼ min
u2U

f ðx; uÞ;

where we assume that the minimum value exists for each x 2 S. Prove that h is

convex in S. Hint: Let x1; x2 2 S, � 2 ½0; 1� such that hðx1Þ ¼ f ðx1; u1Þ and

hðx2Þ ¼ f ðx2; u2Þ.)
8. Consider the optimization problem

min
uð:Þ

ð2
0

f2x2ðtÞ þ u2ðtÞgdt;

subject to the constraints

_xxðtÞ ¼ xðtÞ þ 2uðtÞ; xð0Þ ¼ �1;

and uð:Þ � 0.

(a) Determine the necessary conditions that have to be satisfied according the

maximum principle.

(b) Consider the set of differential equations

(i)
_xx1ðtÞ ¼ x1ðtÞ � 2x2ðtÞ
_xx2ðtÞ ¼ �4x1ðtÞ � x2ðtÞ:

�
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and

(ii)
_xx1ðtÞ ¼ x1ðtÞ
_xx2ðtÞ ¼ �4x1ðtÞ � x2ðtÞ:

�

Make a qualitative picture of the behavior of the solutions of both sets of differential

equations (i) and (ii) in the ðx1; x2Þ-plane, respectively.
(c) Assume that the dynamics of a process are described for x2 � 0 by (ii) and for

x2 < 0 by (i). Draw the phase-plane diagram for this process.

(d) Solve the optimization problem qualitatively.

(e) Use the approach from item (d) to determine the optimal control if x0 ¼ 1.

9. Reconsider Example 4.8. That is

min
�1�u�1

ð2
0

2x2ðtÞ þ u2ðtÞdt; subject to _xxðtÞ ¼ xðtÞ þ 2uðtÞ; xð0Þ ¼ 1:

(a) Show that there are two switching curves � ¼ 1 and � ¼ �1 in the phase plane

ðx; �Þ.
(b) Show that for each of the three different control regimes uð:Þ ¼ 1, uð:Þ ¼ �� and

uð:Þ ¼ �1, the corresponding phase portrait has a saddle-point equilibrium.

Determine the phase portrait for each of these control regimes separately.

(c) Determine the phase portrait of the state and costate variable for the optimal

control problem by merging the three phase portraits in (b).

(d) Show from the phase portrait in (c) that the optimal control for the minimization

problem is given by either u�ðtÞ ¼ ���ðtÞ or by u�ðtÞ ¼ �1 during some time

interval ½0; t1� followed by u�ðtÞ ¼ ���ðtÞ on the remaining time interval ½t1; 2�.
10. Consider the problem

min
0�u�1

ðT
0

� 1

2
x2ðtÞ þ xðtÞdt; subject to _xxðtÞ ¼ uðtÞ; xð0Þ ¼ 0:

(a) Determine the necessary conditions for optimality resulting from the maximum

principle.

(b) Show that there exists one switching curve in the phase plane ðx; �Þ.
(c) Determine for each of the two different control regimes uð:Þ ¼ 1 and uð:Þ ¼ 0 the

corresponding phase portrait.

(d) Determine the phase portrait of the state and costate variable for the optimal

control problem by merging the two phase portraits in (c).

(e) Indicate in the phase portrait of (d) the set of candidate optimal trajectories. Draw

conclusions with respect to the implied optimal control trajectory.

(f) Determine analytically the optimal control if T ¼ 1 and if T ¼ 3.

11. Consider the optimal consumption–investment problem

max
0�u�2

ðT
0

e�rtlnðuðtÞÞdt; subject to _xxðtÞ ¼ 2
ffiffiffiffiffiffiffiffi
xðtÞ

p
� uðtÞ; xð0Þ ¼ x0:
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Here 0 < r < 1 is a discount factor.

(a) Give an economic interpretation of the variables and model.

(b) Rewrite the problem into the standard form and use the current-value formulation

to determine the necessary conditions for optimality resulting from the maximum

principle.

(c) Sketch in the ðx; �Þ-plane (where � is the adjoint variable used in the current-

value formulation) trajectories of solutions from the set of differential equations

determined in (a).

(d) Indicate which parts of the phase portrait in (c) correspond to an optimal solution

for a given x0.

12. Consider the optimal control problem

min
uð:Þ

ð3
0

fu2ðtÞ � 4x2ðtÞgdt þ 7

4
x2ð3Þ; subject to _xxðtÞ ¼ 2xðtÞ þ uðtÞ; xð0Þ ¼ x0:

(a) Determine the Hamilton–Jacobi–Bellman (HJB) equation associated with this

problem.

(b) Show that the HJB equation has a solution of the form Vðt; xÞ ¼ 2� 1
tþ1

� �
x2.

(c) Determine the optimal control for this problem.

13. Consider the optimal control problem

max
uð:Þ

ðT
0

e�rt
ffiffiffiffiffiffiffiffi
uðtÞ

p
dt þ e�rT

ffiffiffiffiffiffiffiffiffi
xðTÞp
ffiffiffiffiffiffiffiffiffiffiffiffiffi
2r � a

p ; subject to _xxðtÞ ¼ axðtÞ � uðtÞ; xð0Þ ¼ x0 > 0:

Here r > 0 is a discount factor, a < 2r and uð:Þ � 0.

(a) Determine the Hamilton–Jacobi–Bellman (HJB) equation associated with this

problem.

(b) Show that the HJB equation has a solution of the form Vðt; xÞ ¼ �e�rt
ffiffiffi
x

p
, for an

appropriately chosen constant �. Determine �.

(c) Determine the optimal control for this problem.

14. Consider the optimal control problem

min
uð:Þ

ðT
0

1

2
e�rtfx2ðtÞ þ u2ðtÞgdt þ fTðxÞ; subject to _xxðtÞ ¼ uðtÞ; xð0Þ ¼ x0:

Here r > 0 is a discount factor and fTðxÞ is a function that will be specified later on.

(a) Determine the Hamilton–Jacobi–Bellman (HJB) equation associated with this

problem.

(b) Choose fT and a constant c such that the HJB equation has a solution of the form

Vðt; xÞ ¼ ce�rtx2.

(c) Which optimal control is suggested by (b) if T ¼ 1 and fTðxÞ ¼ 0?
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15. Consider the optimal control problem

max
uð:Þ

ðT
0

e�rt
ffiffiffiffiffiffiffiffi
uðtÞ

p
dt þ e�rTWðxðTÞÞ; subject to _xxðtÞ ¼ axðtÞ � uðtÞ; xð0Þ ¼ x0 > 0:

Here uð:Þ � 0 and Wð:Þ is an as yet unspecified function.

(a) Determine the Hamilton–Jacobi–Bellman (HJB) equation associated with this

problem.

(b) Show that the HJB equation has a solution of the form Vðt; xÞ ¼ e�rtgðxÞ only if

the differential equation

ax
dg

dx
ðxÞ

� �2

�rgðxÞ dg
dx

ðxÞ þ 1

4
¼ 0

has a solution.

(c) Choose a ¼ r ¼ 1 and WðxÞ ¼ 1þ 1
4
x. Determine the optimal control for this

problem.

16. Consider the optimal control problem

min
uð:Þ

ðT
0

fqðtÞx2ðtÞ þ rðtÞu2ðtÞgdt þ qTx
2ðTÞ;

subject to _xxðtÞ ¼ aðtÞxðtÞ þ bðtÞuðtÞ; xð0Þ ¼ x0:

Here the functions qðtÞ; rðtÞ; aðtÞ and bðtÞ are piecewise continuous functions with

rðtÞ > 0 and qT is a constant. Assume that the differential equation

_kkðtÞ ¼ �2aðtÞkðtÞ þ b2ðtÞ
rðtÞ k2ðtÞ � qðtÞ; kðTÞ ¼ qT ;

has a solution on ½0; T�.
(a) Determine the Hamilton–Jacobi–Bellman (HJB) equation associated with this

problem.

(b) Show that the HJB equation has a solution of the form Vðt; xÞ ¼ kðtÞx2.
(c) Determine the optimal control for this problem.

17. Consider the optimal investment problem

max
ið:Þ

ð1
0

e�rtfUðkðtÞÞ � ciðtÞgdt; subject to _kkðtÞ ¼
ffiffiffiffiffiffiffi
iðtÞ

p
� �kðtÞ; kð0Þ ¼ k0:

Here all parameters and functions are assumed to be positive. Moreover,
dUðkÞ
dk

> 0

and
d2UðkÞ
dk2

< 0.

(a) Give an economic interpretation of the above variables and model.

(b) Determine the Hamiltonian associated with this problem.
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(c) Conclude from the necessary conditions that the optimal state and control

trajectories, k�ð:Þ and i�ð:Þ, respectively, satisfy the set of differential equations

_kkðtÞ ¼
ffiffiffiffiffiffiffi
iðtÞ

p
� �kðtÞ; kð0Þ ¼ k0;

_iiðtÞ ¼ iðtÞ
c

2cðr þ �Þ
ffiffiffiffiffiffiffi
iðtÞ

p
� dUðkÞ

dk
ðtÞ

� �
:

(Hint: differentiate the expression implied by the necessary conditions for the

optimal control i�ðtÞ w.r.t. time and next eliminate the adjoint variable in the

resulting expression.)

(d) Make a phase portrait of the state and control variable. Show that there is a

unique equilibrium.

(e) Assume that in this optimization problem both the state and control trajectory

have to remain bounded. Indicate in the graph of (d) how for a fixed k0 the initial

control variable should be chosen. Indicate how one can compute the optimal

control on ½0;1Þ.
18. Consider the optimal fishing policy problem

max
qð:Þ

ð1
0

e�rthðqðtÞÞdt; subject to _vvðtÞ ¼ vðtÞðc� vðtÞÞ � qðtÞ; vð0Þ ¼ v0:

Here all parameters and functions are assumed to be positive. Moreover,
dhðqÞ
dq

> 0 and
d2hðqÞ
dq2

< 0.

Answer the same questions as in Exercise 17, with the equations in Exercise 17(c)

replaced by

_vvðtÞ ¼ vðtÞðc� vðtÞÞ � qðtÞ; vð0Þ ¼ v0;

_qqðtÞ ¼
dh
dq
ðqðtÞÞ

d2h
dq2

ðqðtÞÞ fr þ 2vðtÞ � cg:

19. Consider the optimal investment problem

max
ið:Þ

ð1
0

e�rtfhðiðtÞÞ þ 1

2
k2ðtÞgdt; subject to _kkðtÞ ¼ iðtÞ � �kðtÞ; kð0Þ ¼ k0:

Here all parameters and functions are assumed to be positive. Moreover,
dhðiÞ
di

< 0

and
d2hðiÞ
dh2

> 0.

Answer the same questions as in Exercise 17, with the equations in Exercise 17(c)

replaced by

_kkðtÞ ¼ iðtÞ � �kðtÞ; kð0Þ ¼ k0;

_iiðtÞ ¼ 1
d2h
di2

kðtÞ þ ðr þ �Þ dh
di

ðiðtÞÞ
� �

:
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20. Consider the optimal labour recruitment policy problem

max
vð:Þ

ð1
0

e�rtfpFðLÞ � wLðtÞ � 1

2
v2ðtÞgdt; subject to _LLðtÞ ¼ vðtÞ � qLðtÞ; Lð0Þ ¼ L0:

Here all parameters and functions are assumed to be positive. Moreover,
dFðLÞ
dL

> 0

and
d2FðLÞ
dL2

< 0.

Answer the same questions as in Exercise 17, with the equations in Exercise 17(c)

replaced by

_LLðtÞ ¼ vðtÞ � qLðtÞ; Lð0Þ ¼ L0;

_vvðtÞ ¼ ðr þ qÞvðtÞ � p
dF

dL
ðLðtÞÞ þ w:

21. Consider the optimal consumption problem (Ramsey model)

max
cð:Þ

ð1
0

e�rtUðcðtÞÞdt; subject to _kkðtÞ ¼ PðkðtÞÞ � akðtÞ � cðtÞ; kð0Þ ¼ k0:

Here all parameters and functions are assumed to be positive. PðkÞ is the production
function of capital k and UðcÞ is the utility function of consumption c. Assume

that
dPðkÞ
dk

> 0,
d2PðkÞ
dk2

< 0,
dUðcÞ
dc

> 0 and
d2UðcÞ
dc2

< 0.

(a) Answer the same questions as in Exercise 17, with the equations in Exercise

17(c) replaced by

_kkðtÞ ¼ PðkðtÞÞ � akðtÞ � cðtÞ; kð0Þ ¼ k0;

_ccðtÞ ¼
dUðcÞ
dc

d2UðcÞ
dc2

r þ a� dPðkÞ
dk

� �
:

(b) Show that in the optimal equilibrium situation, c� ¼ Pðk�Þ � ak�, where k� is

determined by
dPðk�Þ
dk

¼ r þ a.

(c) Consider, instead of the above dynamic optimization problem, the maximization

problem

max
k

cðkÞ; where cðkÞ ¼ PðkÞ � ak:

Solve this static optimization problem.

(d) Compare the answers in items (b) and (c). Give an intuitive explanation for the

difference.

22. Assume that for all t > 0 inf
Ð1
t

gðt; x; uÞdt subject to _xxðtÞ ¼ f ðt; x; uÞ; xð0Þ ¼ x0
exists for all x0. Derive the HJB equation associated with this problem and state

conditions under which this equation holds.

23. Show the correctness of the Note following the dynamic programming algorithm

item 3. That is, consider the minimization of

JðtÞ :¼
ð1
t

gðxðsÞ; uðsÞÞds; subject to _xxðsÞ ¼ f ðxðsÞ; uðsÞÞ; xðtÞ ¼ x0 and uð:Þ 2 Ure:
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Assume that this problem has a solution for all t � 0. Moreover, assume that the

minimum in JðtÞ is obtained by choosing uð:Þ ¼ u�ðt; :Þ and that at time t ¼ 0 this

minimum is J�.
Show that for all t > 0 this minimum coincides with J� and conclude that Vt ¼ 0.

(Hint: consider uðsÞ ¼ u�ð0; s� tÞ in JðtÞ and uðsÞ ¼ u�ðt; sþ tÞ in Jð0Þ.)
24. Assume that the optimization problem

min
u2Ure

ð1
t

e�rtgðt; x; uÞdt subject to _xxðtÞ ¼ f ðt; x; uÞ; xð0Þ ¼ x0

has a solution for all x0. Show that the HJB equation associated with this problem is

rVðt; xÞ ¼ min
u2U

fgðt; x; uÞ þ @V

@x
ðt; xÞ f ðt; x; uÞg:

where

u�ðt; xÞ ¼ argmin
u2U

fgðt; x; uÞ þ @V

@x
ðt; xÞ f ðt; x; uÞg:

State conditions under which the HJB equation yields the optimal control.

4.8 Appendix

Proof of Theorem 4.6

Let u 2 U be an arbitrary control function and introduce

Hðt; x; u; �Þ :¼ f ðt; x; uÞ þ �gðt; x; uÞ:
Then, as in section 4.2, we consider the expression (4.2.7). Note that this formula holds

for an arbitrary function �ð:Þ. Now choose �ð:Þ ¼ ��ð:Þ. Then

Jðu�Þ � JðuÞ ¼
ðT
0

fHðt; x�ðtÞ; u�ðtÞ; ��ðtÞÞ�Hðt; xðtÞ; uðtÞ; ��ðtÞÞþ _���ðtÞðx�ðtÞ�xðtÞÞgdtþ
þ hðx�ðTÞÞ � hðxðTÞÞ þ ��ðTÞðxðTÞ � x�ðTÞÞ

¼
ðT
0

fHðt; x�ðtÞ; u�ðtÞ; ��ðtÞÞ � Hðt; x�ðtÞ; uðtÞ; ��ðtÞÞdtþ

þ
ðT
0

fHðt; x�ðtÞ; uðtÞ; ��ðtÞÞ�Hðt; xðtÞ; uðtÞ; ��ðtÞÞþ _���ðtÞðx�ðtÞ�xðtÞÞgdtþ
þ hðx�ðTÞÞ � hðxðTÞÞ þ ��ðTÞðxðTÞ � x�ðTÞÞ: ðiÞ

Next assume that at some point of continuity t0 condition (4.3.3) is violated. So, there is a

u 2 U such that

Hðt0; x�ðt0Þ; u; ��ðt0ÞÞ < Hðt0; x�ðt0Þ; u�ðt0Þ; ��ðt0ÞÞ:
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As a consequence of continuity, there would then exist an � > 0 and a � > 0 such that

Hðt; x�ðtÞ; u; ��ðtÞÞ þ � < Hðt; x�ðtÞ; u�ðtÞ; ��ðtÞÞ ð4:8:1Þ

for all t 2 ½t0 � �; t0 þ ��. Next, for 0 < h < � define the control function uhðtÞ by

uhðtÞ ¼ u�ðtÞ t 2 ½0; t0 � h� [ ½t0; T �
u t 2 ðt0 � h; t0Þ:

�

By choosing h ‘small’ enough, one can easily verify, by invoking Theorem 3.13 twice,

that for this control the differential equation (4.2.2) has a solution in the extended sense.

So uh 2 U. Moreover the state trajectory xh corresponding to uh satisfies

xhðtÞ ¼ x�ðtÞ; t 2 ½0; t0 � h�;

and

xhðtÞ ¼ x�ðtÞ þ
ðt
t0�h

f f ðt; xhðtÞ; uÞ � f ðt; x�ðtÞ; u�ðtÞÞgdt; t 2 ðt0 � h; t0Þ: ð4:8:2Þ

Since xhðtÞ ! x�ðt0Þ if h ! 0, u�ðtÞ is continuous at t0 and f is continuous, we deduce

from equation (4.8.2) that xhðtÞ can be approximated on ðt0 � h; t0Þ by

xhðtÞ ¼ x�ðtÞ þ
ðt
t0�h

f f ðt0; x�ðt0Þ; uÞ � f ðt0; x�ðt0Þ; u�ðt0ÞÞgdt þ 0ðhÞ

¼ x�ðtÞ þ ðt � t0 þ hÞf f ðt0; x�ðt0Þ; uÞ � f ðt0; x�ðt0Þ; u�ðt0ÞÞg þ 0ðhÞ; t 2 ðt0 � h; t0Þ:

So, introducing qh ¼ f ðt0; x�ðt0Þ; uÞ � f ðt0; x�ðt0Þ; u�ðt0ÞÞ;

xhðtÞ ¼ x�ðtÞ þ ðt � t0 þ hÞqh þ 0ðhÞ; t 2 ðt0 � h; t0Þ: ð4:8:3Þ

On the interval ½t0; T � both x�ðtÞ and xhðtÞ satisfy the differential equation (4.2.2) with

uð:Þ ¼ u�ð:Þ. Only, the initial state at t0 differs. Consequently, by Theorem 3.13

xhðtÞ ¼ x�ðtÞ þ h�ðt; t0Þqh þ 0ðhÞ; t 2 ½t0; T�; ð4:8:4Þ

where �ðt0; tÞ is the fundamental solution of the linear differential equation

_��ðtÞ ¼ fxðt; x�ðtÞ; u�ðtÞÞ�ðtÞ;�ðt0Þ ¼ I:

Next, consider the expression

ðT
0

fHðt; x�ðtÞ; uhðtÞ; ��ðtÞÞ � Hðt; xhðtÞ; uhðtÞ; ��ðtÞÞ þ _���ðtÞðx�ðtÞ � xhðtÞÞgdt
þ hðx�ðTÞÞ � hðxhðTÞÞ þ ��ðTÞðxhðTÞ � x�ðTÞÞ:
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Making a first-order Taylor expansion in x for Hðt; xh; uh; ��Þ around x� yields:

Hðt; xhðtÞ; uhðtÞ; ��ðtÞÞ ¼ Hðt; x�ðtÞ; uhðtÞ; ��ðtÞÞ þ Hxðt; x�ðtÞ; uhðtÞ; ��ðtÞÞðxhðtÞ
� x�ðtÞÞ þ 0ðxhðtÞ � x�ðtÞÞ:

Similarly, one obtains for hðxhðTÞÞ

hðxhðTÞÞ ¼ hðx�ðTÞÞ þ hxðx�ðTÞÞðxhðTÞ � x�ðTÞÞ þ 0ðxhðTÞ � x�ðTÞÞ:

From our analysis of xhðtÞ it is now easily seen that 0ðxhðtÞ � x�ðtÞÞ ¼ 	ðhÞ, where 	ðhÞ
h

tends to zero when h tends to zero. Substitution of this and using the definition of �� (see
equation (4.3.2)) into (ii) shows that the expression in (ii) is of order 	ðhÞ. Consequently,
we have from (i) that

Jðu�Þ � JðuhÞ ¼
ðT
0

fHðt; x�ðtÞ; u�ðtÞ; ��ðtÞÞ � Hðt; x�ðtÞ; uhðtÞ; ��ðtÞÞdt þ 	ðhÞ

¼
ðt0
t0�h

fHðt; x�ðtÞ; u�ðtÞ; ��ðtÞÞ � Hðt; x�ðtÞ; uhðtÞ; ��ðtÞÞdt þ 	ðhÞ:

Since according to equation (4.8.1) Hðt; x�ðtÞ; u�ðtÞ; ��ðtÞÞ � Hðt; x�ðtÞ; uh; ��ðtÞÞ > �,
the value of the above integral term is larger than �h. Therefore for all h 2 ð0; �Þ

Jðu�Þ � JðuhÞ
h

> �þ 	ðhÞ
h

:

Since
	ðhÞ
h

tends to zero as h tends to zero,

Jðu�Þ � JðuhÞ
h

> 0

for sufficiently small h. So for these values of h, Jðu�Þ > JðuhÞ, which would mean that u�

is not optimal. Therefore our assumption that equation (4.3.3) fails at some point of

continuity t0 must be false, which completes the proof. &

Proof of Theorem 4.9

First we show that under the conditions mentioned in the theorem, ��ð:Þ exists on ½0;1Þ.
To that end notice that the partial derivative of the Hamiltonian H w.r.t. x in equation

(4.3.50) equals gxðt; x�; u�Þ þ ��fxðt; x�; u�Þ. So, �� satisfies the linear differential equa-

tion of the form

_�� ¼ ��AðtÞ þ bðtÞ

where both AðtÞ and bðtÞ are continuous and AðtÞ is as specified above. Therefore,

according to Theorem 3.5, this differential equation has a unique solution on ½0;1Þ.
Next, consider the perturbed control function uh as defined in the proof of the

maximum principle, Theorem 4.6. We show that this control function belongs to Ure.
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To that end, we have to show that the induced state trajectory xh converges. Assume that

the unperturbed trajectory converges. That is,

lim
t!1 x�ðtÞ ¼ �xx:

From equation (4.8.4) we have that4

xhðtÞ ¼ x�ðtÞ þ h�ðt; t0Þqh þ 0ðhÞ:

Since due to our assumption (4.3.49) the system induced by _yy ¼ AðtÞyðtÞ; yðt0Þ ¼ y0,

is asymptotically stable (for example Willems (1970)), it is clear that xh indeed converges

to �xx.
Basically, the proof of the maximum principle can now be copied to derive the

conclusion. This is left to the reader. There is only one technical detail left to be shown,

which concerns the partial integration in equation (4.2.6). Since we assume that J� is

finite this step is justified in case
Ð1
0

d
dt
ð��ðtÞx�ðtÞÞdt exists. However, by assumption

limt!1 ��ðtÞx�ðtÞ exists. So, it is clear that the partial integration is indeed correct for J�;
but, in copying the proof we also assume that with respect to JðuhÞ this partial integration
step is correct, which is not immediately clear. To show the correctness of this, it suffices

to show that lim
t!1��ðtÞxhðtÞ exists: To that end recall from section 3.2.2, Theorem 3.11,

that with ��ðt0Þ ¼ �0; �
� satisfies the variation-of-constants formula

��ðtÞ ¼ �0�ðt0; tÞ þ
ðt
0

bð
Þ�ð
; tÞd
:

Consequently,

��ðtÞxhðtÞ ¼ ��ðtÞx�ðtÞ þ h��ðtÞ�ðt; t0Þqh þ ��ðtÞ0ðhÞ

¼ ��ðtÞx�ðtÞ þ hð�0�ðt0; tÞ þ
ðt
0

bð
Þ�ð
; tÞd
Þ�ðt; t0Þqh þ ��ðtÞ0ðhÞÞ

¼ ��ðtÞx�ðtÞ þ hð�0 þ
ðt
0

bð
Þ�ð
; t0Þd
qhÞ þ ��ðtÞ0ðhÞ:

Since the integrand is convergent, it is clear now that ��ðtÞxhðtÞ also converges. &

Proof of Proposition 4.11

Let u�ðtÞ and x�ðtÞ be optimal. Define �ðtÞ :¼ Vxðt; x�ðtÞÞ; where V is the value function

satisfying the conditions of Theorem 4.10. Since �ðTÞ ¼ VxðT ; x�ðTÞÞ it follows imme-

diately that �ðTÞ ¼ hxðx�ðTÞÞ, which shows that � satisfies the boundary condition of

equation (4.3.2). Now, under the additional assumption that V 2 C2 we see that

_��ðtÞ ¼ d

dt
Vxðt; x�ðtÞÞ ¼ Vtxðt; x�ðtÞÞ þ _ff ðt; x�; u�ÞVxxðt; x�ðtÞÞ: ð4:8:5Þ

4By 0ðhÞ we mean that limh!0
0ðhÞ
h

¼ 0:

Appendix 173



Now let

Fðt; x�Þ :¼ Vtðt; x�Þ þ gðt; x�; u�Þ þ Vxðt; x�Þ f ðt; x�; u�Þ:

Then, since ðx�; u�Þ are optimal, Fðt; x�Þ ¼ 0; t0 � t � T (see equation (4.4.6)).

Now let 
 2 ½t0; T �. By assumption x�ðtÞ satisfies

_xx ¼ f ðt; x; u�ðtÞÞ; xð
Þ ¼ x�ð
Þ; 
 � t � T :

By Theorem 3.9, for a ‘close’ to x�ð
Þ, the differential equation

_xx ¼ f ðt; x; u�ðtÞÞ; xð
Þ ¼ a; 
 � t � T

then has a solution. So, by equation (4.4.6) the corresponding induced trajectory satisfies

� @V

@t
ð
; aÞ � gð
; a; u�Þ þ @V

@x
ð
; aÞ f ð
; a; u�Þ;

or stated differently,

Fð
; aÞ � 0; 8a 2 Nðx�ð
ÞÞ:

So, the function a ! Fð
; aÞ has a local minimum at a ¼ x�ð
Þ. Therefore

Fxð
; x�ð
ÞÞ ¼ 0:

Since 
 2 ½t0; T� was chosen arbitrarily, it follows that

Fxðt; x�ðtÞÞ ¼ 0; t0 � t � T :

Elaborating the left-hand side of this equation gives

Vtxðt; x�Þ þ _ff ðt; x�ðtÞ; u�ðtÞÞVxxðt; x�ðtÞÞ þ gxðt; x�; u�Þ þ Vxðt; x�ðtÞÞ fxðt; x�ðtÞ; u�ðtÞÞ ¼ 0:

So, using equation (4.8.5), we conclude that

_��ðtÞ þ gxðt; x�; u�Þ þ Vxðt; x�ðtÞÞ fxðt; x�ðtÞ; u�ðtÞÞ ¼ 0; t0 � t � T :

That is, � satisfies equation (4.3.2). &
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5

Regular linear quadratic
optimal control

In this chapter we treat the optimal control of linear time-invariant systems with

a quadratic cost function. We consider both the finite and infinite planning horizon

case.

5.1 Problem statement

Consider the linear time-invariant system:

_xxðtÞ ¼ AxðtÞ þ BuðtÞ; xðt0Þ ¼ x0; ð5:1:1Þ

where, as usual, xðtÞ 2 Rn is the state of the system, xðt0Þ the initial given state of the

system, and uð:Þ 2 U is the vector of variables that can be used to control the system.

One objective might be to find a control function uðtÞ defined on ½t0; T� which drives the

state to a small neighborhood of zero at time T . This is the so-called Regulator Problem.

Conversely, if the state of the system represents a set of economic variables to which

revenues are attached, which increase the larger these variables are, and u represents

investment actions by which the value of these variables can be increased, the objective

might be to control the value of these variables as quick as possible towards some desired

level. In fact, if the system is controllable in both problem settings the objective can be

accomplished in an arbitrarily short time interval. However to accomplish this, one needs

a control action which is larger the shorter the time interval is within which one likes

to achieve this goal. Usually, in both economic and physical systems, the use of a large

control action during a short time interval is not feasible. Furthermore, linear models

are often used as an approximate to the real system. Using a very large control action

LQ Dynamic Optimization and Differential Games J. Engwerda
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might actually drive the system out of the region where the given linear model is valid.

So, from this perspective as well, the use of a large control action is not recommended.

Given these considerations it seems reasonable to consider the following quadratic

cost criterion

J ¼
ðT
0

fxTðtÞQxðtÞ þ uTðtÞRuðtÞgdt þ xTðTÞQTxðTÞ; ð5:1:2Þ

where (without loss of generality) the matrices Q;R and QT are assumed to be symmetric.

Moreover, we assume throughout this chapter that matrix R is positive definite. This

accounts for the fact that we do not allow for any arbitrarily large control action. The

matrices Q;R and QT can be used for instance (i) to discriminate between the two dis-

tinct goals to realize on the one hand some objective and on the other hand to attain this

objective with as little as possible control action, and (ii) to discriminate between differ-

ent state variables (respectively control variables) having the same value. Usually the

matrix QT expresses the relative importance attached to the final value of the state vari-

able. Since R is assumed to be positive definite, this problem is generally called the

regular linear quadratic control problem.

It can be shown that if matrix R is indefinite, the control problem has no solution.

Conversely, if matrix R is semi-positive definite does make sense in some applications,

and has therefore also been extensively studied in literature.

The reason we study a quadratic cost function here is to a large extent motivated by the

fact that the optimization problem is in this case analytically manageable. On the other

hand, it is also possible to motivate this quadratic control problem from a variational point

of view. To that end, assume that our basic problem is to minimize the following non-

linear cost function

J :¼
ðT
0

gðt; xðtÞ; uðtÞÞdt þ hðxðTÞÞ; ð5:1:3Þ

where the state variable xðtÞ satisfies the nonlinear differential equation:

_xxðtÞ ¼ f ðt; xðtÞ; uðtÞÞ; xð0Þ ¼ x0: ð5:1:4Þ

Since the following explanation is just meant to motivate the quadratic nature of (5.1.3)

we skip the technical details and assume that in the subsequent analysis all functions are

sufficiently smooth and that the differential equation always has a solution. Assume that

the nonlinear optimal control problem (5.1.3) and (5.1.4) has a solution. Let u�ð:Þ be an

optimal control path and x�ð:Þ the induced optimal state trajectory. As in section 4.2, next

consider a ‘small’ perturbation of the initial state, �~xx0, followed by a perturbation �pð:Þ
from the optimal control path u�ð:Þ. Denote the corresponding state trajectory by ~xxðt; �; pÞ.
Then, carrying out a second-order Taylor expansion of the cost function Jð�Þ around

� ¼ 0, we get:

Jð�Þ ¼ J� þ �
dJð�Þ
d�

ð0Þ þ �2
d2Jð�Þ
d�2

ð0Þ þ 0ð�2Þ:
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Since u�ð:Þ is optimal, by the first-order optimality conditions (see section 4.2),
dJð�Þ
d� ð0Þ ¼

0: Furthermore, according to equation (4.2.37),

d2Jð�Þ
d�2

ð0Þ ¼
ðT
0

½qðt; pÞ; pTðtÞ�H00 qðt; pÞ
pðtÞ

� �
dt þ qTðT ; pÞ @

2hðx�ðTÞÞ
@x2

qðT; pÞ; ð5:1:5Þ

where qðt; pÞ ¼ d~xxðt;�;pÞ
d� at � ¼ 0, and H00 ¼ Hxx Hxu

Hux Huu

� �
; is the matrix obtained from

the second-order derivative of the Hamiltonian Hðt; x�; u�; ��Þ :¼ gðt; x�; u�Þ þ ��ðtÞ
f ðt; x�; u�Þ ( with �� the costate variable as defined in equation (4.2.13) in the Euler–

Lagrange theorem). From equation (5.1.4), ~xxðt; �; pÞ satisfies the differential equation

_~xx~xxðt; �; pÞ ¼ f ðt;~xxðt; �; pÞ; u�ðtÞ þ �pðtÞÞ; xð0Þ ¼ x0 þ �~xx0:

Consequently,

d

d�

d~xx

dt
ðt; �;pÞ ¼ @f

@x
ðt;~xxðt; �;pÞ;u�ðtÞ þ �pðtÞÞdx

d�
ðt; �;pÞ þ @f

@u
ðt;~xxðt; �;pÞ;u�ðtÞ þ �pðtÞÞpðtÞ:

Assuming that the order of differentiation may be interchanged we infer that qðt; pÞ
satisfies the linear differential equation

dq

dt
ðt; pÞ ¼ @f

@x
ðt; x�ðtÞ; u�ðtÞÞqðt; pÞ þ @f

@u
ðt; x�ðtÞ; u�ðtÞÞpðtÞ; qð0Þ ¼ ~xx0: ð5:1:6Þ

So we conclude that in order to minimize the effect of an initial state perturbation of

the nonlinear optimally controlled system (5.1.3) and (5.1.4), application of the control

obtained by solving the linear quadratic problem (5.1.5) and (5.1.6) reduces most of the

additional cost incurred if no action were to take place.

Note that the linear quadratic problem (5.1.5) and (5.1.6) exhibits on the one hand

cross terms in the cost function and on the other hand linear time-varying dynamics. As

we have seen in section 3.6 the inclusion of cross terms does not create any difficulties,

because the problem can always be converted into our standard framework (5.1.1) and

(5.1.2). Taking into account time-varying dynamics for the finite-planning horizon case

neither substantially changes the results. Therefore we just elaborate the time-invariant

case and comment on the time-varying case.

5.2 Finite-planning horizon

In this section we consider the minimization of

J ¼
ðT
0

xTðtÞQxðtÞ þ uTðtÞRuðtÞ
� �

dt þ xTðTÞQTxðTÞ; ð5:2:1Þ
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subject to

_xxðtÞ ¼ AxðtÞ þ BuðtÞ; xð0Þ ¼ x0; ð5:2:2Þ

where R is a positive definite matrix and Q;R and QT are symmetric matrices.

This problem is known in literature as the linear quadratic control problem. We

will see that the solution of this problem is closely connected to the existence of a

symmetric solution to the following matrix Riccati differential equation (RDE)

_KKðtÞ ¼ �ATKðtÞ � KðtÞAþ KðtÞSKðtÞ � Q; KðTÞ ¼ QT ; ð5:2:3Þ

where S :¼ BR�1BT . The fact that we are looking for a symmetric solution to this

equation follows from the fact that QT is symmetric. For this implies that if Kð:Þ is a

solution of RDE then, by taking the transposition of both sides of the equation, obviously

KTð:Þ satisfies RDE with the same boundary value as well. Since, according to the

fundamental existence–uniqueness Theorem 2.9, the solution of this RDE is unique (if

it exists) it follows that KðtÞ ¼ KTðtÞ, for all t 2 ½0; T �. In this section the next theorem

will be proved.

Theorem 5.1 (Linear quadratic control problem)

The linear quadratic control problem (5.2.1) and (5.2.2) has, for every initial state x0, a

solution if and only if the Riccati differential equation (5.2.3) has a symmetric solution

Kð:Þ on ½0; T �.
If the linear quadratic control problem has a solution, then it is unique and the optimal

control in feedback form is

u�ðtÞ ¼ �R�1BTKðtÞxðtÞ; ð5:2:4Þ

whereas in open-loop form it is

u�ðtÞ ¼ �R�1BTKðtÞ�ðt; 0Þx0 ð5:2:5Þ

with � the solution of the transition equation

_��ðt; 0Þ ¼ ðA� SKðtÞÞ�ðt; 0Þ; �ð0; 0Þ ¼ I:

Moreover, Jðu�Þ ¼ xT0Kð0Þx0. &

The proof of this theorem will be provided in a number of subsequent steps. First it is

shown that if the RDE (5.2.3) has a symmetric solution then the linear quadratic control

problem has the solution stated in the theorem.

Proof of Theorem 5.1 ‘( part’

Note that ðT
0

d

dt
fxTðtÞKðtÞxðtÞgdt ¼ xTðTÞKðTÞxðTÞ � xTð0ÞKð0Þxð0Þ:
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Consequently, the cost function (5.2.1) can be rewritten as

J ¼
ðT
0

fxTðtÞQxðtÞ þ uTðtÞRuðtÞgdt

þ
ðT
0

d

dt
fxTðtÞKðtÞxðtÞgdt þ xTð0ÞKð0Þxð0Þ þ xTðTÞðQT � KðTÞÞxðTÞ

¼
ðT
0

fxTðtÞQxðtÞ þ uTðtÞRuðtÞ þ d

dt
fxTðtÞKðtÞxðtÞggdt

þ xTð0ÞKð0Þxð0Þ þ xTðTÞðQT � KðTÞÞxðTÞ:

Using equations (5.2.2) and (5.2.3), the integrand can be rewritten as follows (omitting

the dependence of time)

xTQxþ uTRuþ d

dt
fxTKxg ¼ xTQxþ uTRuþ _xxTKxþ xT _KKxþ xTK _xx

¼ xTQxþ uTRuþ ðAxþ BuÞTKxþ xT _KKxþ xTKðAxþ BuÞ
¼ xTðQþ ATK þ KAþ _KKÞxþ uTRuþ uTBTKxþ xTKBu

¼ xTKSKxþ uTRuþ uTBTKxþ xTKBu

¼ ðuþ R�1BTKxÞTRðuþ R�1BTKxÞ:

As a result

J ¼
ðT
0

ðuðtÞ þ R�1BTKðtÞxðtÞÞTRðuðtÞ þ R�1BTKðtÞxðtÞÞdt þ xTð0ÞKð0Þxð0Þ:

From this expression it is obvious that J � xTð0ÞKð0Þxð0Þ for all u and that equality is

achieved if uð:Þ satisfies equation (5.2.4). &

To prove the converse statement assume that u�ð:Þ is the optimal control solution of

the linear quadratic control problem; x�ðtÞ is the induced state trajectory; and J�ð0; x0Þ
is the associated minimum cost. One of the major problems in tackling the converse

statement of Theorem 5.1 is to show that if J�ð0; x0Þ exists for an arbitrary initial state

the minimum J�ðt; x0Þ exists in the optimization problem (5.2.6) below, for an arbitrary

initial state x0, and for an arbitrarily chosen t 2 ½0; T �. To prove this we will consider the

following slightly different linear quadratic control optimal control problem (5.2.6). It

will be shown first that if this problem has a solution it is a quadratic form. That is,

consider the problem to find the infimum of the quadratic cost function

Jðt; x0Þ ¼
ðT
t

fxTðtÞQxðtÞ þ uTðtÞRuðtÞgdt þ xTðTÞQTxðTÞ; ð5:2:6Þ

subject to

_xxðsÞ ¼ AxðsÞ þ BuðsÞ; xðtÞ ¼ x0;
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where Q, QT and R satisfy the usual assumptions given in equations (5.2.1) and (5.2.2).

Then under the assumption that this infimum, denoted by Jinf ðt; x0Þ, exists

Jinf ðt; x0ðtÞÞ ¼ xT0 ðtÞPðtÞx0ðtÞ; ð5:2:7Þ

where, without loss of generality, PðtÞ is assumed to be symmetric. Its proof uses the

following lemma (Molinari, 1975). The proof of this lemma is provided in the Appendix

to this chapter.

Lemma 5.2

If a function V satisfies the parallelogram identity

Vðxþ yÞ þ Vðx� yÞ ¼ 2fVðxÞ þ VðyÞg; for all x; y ð5:2:8Þ

and, for every y, Wðx; yÞ :¼ Vðxþ yÞ � Vðx� yÞ has the property that

Wð�x; yÞ is continuous in � at � ¼ 0; ð5:2:9Þ

then VðxÞ is a quadratic form. &

To show that Jinf ðt; x0Þ satisfies the parallelogram identity (5.2.8) we use the following

property.

Lemma 5.3

If Jinf ðt; x0Þ exists, then Jinf ðt; �x0Þ also exists and, moreover,

Jinf ðt; �x0Þ ¼ �2Jinf ðt; x0Þ:

Proof

Denoting the state trajectory induced by an initial state x0 at time t and control uð:Þ by
xðs; x0ðtÞ; uÞ; s 2 ½t; T�; the variation-of-constants formula (3.2.7) gives that

xðs; x0ðtÞ; uÞ ¼ eAðs�tÞx0ðtÞ þ
ðs
t

eAðs��ÞBuð�Þd�: ð5:2:10Þ

From this it is obvious that

xðs; �x0ðtÞ; �uÞ ¼ �xðs; x0ðtÞ; uÞ;

where �u is the control sequence �uðsÞ; s 2 ½t; T �. Consequently, it follows straight-

forwardly from equation (5.2.1) that

Jðt; �x0ðtÞ; �uÞ ¼ �2Jðt; x0ðtÞ; uÞ: ð5:2:11Þ
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Therefore

�2Jinf ðt; x0Þ ¼ �2 inf
u
Jðt; x0; uÞ ¼ inf

u
�2Jðt; x0; uÞ

¼ inf
u
Jðt; �x0; �uÞ ¼ inf

~uu
Jðt; �x0; ~uuÞ ¼ Jinf ðt; �x0Þ:

So �2Jinf ðt; x0ðtÞÞ ¼ Jinf ðt; �x0ðtÞÞ. &

Note

In a similar way one can show the following property. If the infimum in the above

optimization problem (5.2.6) is attained by some control function u� if xðtÞ ¼ x0 (so

that the infimum is actually a minimum), then �u� is the control yielding the minimum

value for this optimization problem if xðtÞ ¼ �x0. &

Now, consider the parallelogram identity. Let u�pð:Þ be a control sequence for problem

(5.2.6) with initial state xðtÞ ¼ p for which jJinf ðt; pÞ � Jðt; p; u�pÞj < �, where � is some

positive number. Using Lemma 5.3 and Lemma 5.21 from the Appendix we have that

V :¼ Jinf ðt; x0ðtÞÞ þ Jinf ðt; x1ðtÞÞ satisfies

V ¼ 1

4
fJinf ðt; 2x0ðtÞÞ þ Jinf ðt; 2x1ðtÞÞg

� 1

4
fJðt; 2x0ðtÞ; u�ðx0þx1ÞðtÞ þ u�ðx0�x1ÞðtÞÞ þ Jðt; 2x1ðtÞ; u�ðx0þx1ÞðtÞ � u�ðx0�x1ÞðtÞÞg

¼ 1

2
fJðt; ðx0 þ x1ÞðtÞ; u�x0þx1

Þ þ Jðt; ðx0 � x1ÞðtÞ; u�x0�x1
Þg

� 1

2
fJinf ðt; ðx0 þ x1ÞðtÞÞ þ Jinf ðt; ðx0 � x1ÞðtÞÞg þ 2�

� 1

2
fJðt; ðx0 þ x1ÞðtÞ; u�x0 þ u�x1Þ þ Jðt; ðx0 � x1ÞðtÞ; u�x0 � u�x1Þg þ 2�

¼ Jðt; x0ðtÞ; u�x0Þ þ Jðt; x1ðtÞ; u�x1Þ þ 2�

� Jinf ðt; x0ðtÞÞ þ Jinf ðt; x1ðtÞÞ þ 4�:

So, comparing both sides of these inequalities, we conclude that since � is an arbitrary

positive number, all inequalities can be replaced by equalities, establishing the fact that

Jinf ðt; x0ðtÞÞ satisfies the parallelogram identity (5.2.8).

Next we show that Jinf ðt; x0Þ is continuous in x0. To that end notice that with time, t,

fixed

Jinf ðt; x0 þ DxÞ � Jðt; x0; u�x0þDxÞ � Jinf ðt; x0 þ DxÞ � Jinf ðt; x0Þ
� Jðt; x0 þ Dx; u�x0Þ � Jinf ðt; x0Þ: ð5:2:12Þ

With wðsÞ :¼ eAðs�tÞx0 þ
Ð s
t
eAðs��ÞBu�x0ð�Þd�

Jðt; x0 þ Dx; u�x0Þ � Jðt; x0; u�x0Þ ¼
ðT
t

2wðsÞQeAðs�tÞDxþ ðeAðs�tÞDxÞTQeAðs�tÞDx ds:
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Since the right-hand side in equation (5.2.12) can be estimated by

Jðt; x0 þ Dx; u�x0Þ � Jðt; x0; u�x0Þ þ �;

where � is again an arbitrary positive number, it is clear that the right-hand side in

equation (5.2.12) converges to zero if Dx ! 0. Similarly it follows for the left-hand side

in equation (5.2.12) that

Jinf ðt; x0 þ DxÞ � Jðt; x0; u�x0þDxÞ � ��þ Jðt; x0 þ Dx; u�x0þDxÞ � Jðt; x0; u�x0þDxÞ:

Since

Jðt; x0 þ Dx; u�x0þDxÞ � Jðt; x0; u�x0þDxÞ ¼ eAðT�tÞDx

converges to zero if Dx ! 0 and � is an arbitrary positive number the left-hand side

in equation (5.2.12) also converges to zero if Dx ! 0. Consequently, Jinf ðt; x0Þ is

continuous and, thus, the second condition (5.2.9) in Lemma 5.2 is also satisfied and

we conclude the following.

Corollary 5.4

Assume that the infimum in equation (5.2.6) exists for all x0. Then there exists a

symmetric matrix PðtÞ such that

Jinf ðt; x0Þ ¼ xT0PðtÞx0: ð5:2:13Þ
&

As already mentioned above it is difficult to show directly that whenever J�ð0; x0Þ exists,
J�ðt; x0Þ will also exist for t > 0. However, it can easily be shown that the infimum exists

in equation (5.2.6) at an arbitrary point in time t if J�ð0; x0Þ exists.

Lemma 5.5

If J�ð0; x0Þ exists for all x0 2 Rn, then for all t 2 ½0; T�, Jinf ðt; x0Þ exists for all x0.

Proof

Let v be an arbitrary state at time t. Then, using the control uðsÞ ¼ 0; s 2 ½0; t�; this state
can be reached from the initial state x0 :¼ e�Atv at time t ¼ 0. By assumption, J�ð0; x0Þ
exists. So for all u 2 U

J�ð0; x0Þ �
ðt
0

ðeAsx0ÞTQeAsdsþ Jðt; v; uÞ: ð5:2:14Þ

Consequently inf Jðt; v; uÞ exists. &
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Corollary 5.6

If J�ð0; x0Þ exists for all x0 then there exists a symmetric bounded matrix Pð:Þ such that

Jinf ðt; x0Þ ¼ xT0PðtÞx0, for all t 2 ½0; T�. &

All components are now available to complete the proof of Theorem 5.1.

We can, for example, use the dynamic programming theorem to conclude that the

converse statement of Theorem 5.1 holds. It is obvious that the partial derivative @Jinf

@x ðt; xÞ
exists, and its continuity and the existence of the partial derivative of @Jinf

@t ðt; xÞ can also

be shown (using some nontrivial elementary analysis; in the Exercises at the end of the

chapter the reader is asked to prove these statements under the assumption that J�ðtÞ
exists for all t 2 ½0; T �). Due to the latter technicalities, and the fact that the above

mentioned analysis w.r.t. the partial derivatives cannot be used anymore in case we allow

the system matrices to become piecewise continuous functions of time, we proceed

another way.

Proof of Theorem 5.1 ‘) part’

Consider the Riccati differential equation

_KKðtÞ ¼ �ATKðtÞ � KðtÞAþ KðtÞSKðtÞ � Q; with KðTÞ ¼ QT : ð5:2:15Þ

According to the fundamental existence–uniqueness theorem of differential equations

there exists a maximum time interval ðt1; T� where equation (5.2.15) has a unique

solution. Assume that t1 > 0. From the ‘( part’ of this theorem we conclude then that on

this time interval the optimization problem (5.2.6) has a solution and actually a minimum.

This minimum equals xT0KðtÞx0. On the other hand, by Corollary 5.6, this minimum

equals xT0PðtÞx0. Since this holds for an arbitrary initial state x0 we conclude that

PðtÞ ¼ KðtÞ on ðt1; T �. However, since PðtÞ is bounded on ½0; T � it follows that KðtÞ is

also bounded on ðt1; T�; but this implies that the Riccati differential equation (5.2.15) also

has a solution on some time interval ðt2; T � for some t2 > t1. That is, the interval of

existence ðt1; T � is not maximal. This violates our assumption. So, we conclude that

t1 � 0. Which completes the proof of the theorem. &

Corollary 5.7

1. An immediate consequence of Theorem 5.1 is that, if the linear quadratic control

problem (5.1.1) and (5.1.2) has a minimum for all x0, for all t 2 ½0; T � equation (5.2.6)

actually attains a minimum by choosing u�ðsÞ ¼ KðsÞx�ðsÞ, with Kð:Þ and x�ð:Þ as

defined in Theorem 5.1.

2. A second consequence of Theorem 5.1 is that at an arbitrary point in time t 2 ½0; T�,
for every state xðtÞ 2 Rn there exists an initial state xð0Þ ¼ x0 such that the with

this initial state x0 corresponding optimal state trajectory has the property that

x�ðt; x0; u�Þ ¼ xðtÞ (see Exercises). That is, at every point in time every state can be

reached as the outcome of an optimal trajectory. &
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Example 5.1

Consider the optimization problem

min J ¼
ðT
0

�x2ðtÞ þ u2ðtÞ dt;

subject to

_xxðtÞ ¼ uðtÞ; xð0Þ ¼ x0:

According to Theorem 5.1 this problem has a solution for every initial state x0 if and only

if the following Riccati differential equation has a solution on ½0; T �

_kkðtÞ ¼ k2ðtÞ þ 1; kðTÞ ¼ 0: ð5:2:16Þ

The solution of this differential equation (5.2.16) exists on ½0; T � if and only if T < �
in which case it is given by kðtÞ ¼ tanðt � TÞ. In this case the optimal control is given in

feedback form by

u�ðtÞ ¼ �kðtÞxðtÞ:

An interesting aspect of this example is that if the planning horizon T ¼ �
2
, and the ini-

tial state of the system is x0 ¼ 0, there still does exist an optimal control, i.e. uð:Þ ¼ 0

(see Exercises). However, it can be shown (Clements and Anderson (1978), Molinari

(1975) and Pars (1962)) that for any other initial state of the system an optimal control

does not exist. That is,

inf J ¼
ð�

2

0

�x2ðtÞ þ u2ðtÞdt;

subject to

_xxðtÞ ¼ uðtÞ; xð0Þ ¼ x0 6¼ 0

is arbitrarily negative (�1). Moreover, for any planning horizon T > �
2
, the optimization

does not have a solution for the initial state x0 ¼ 0 anymore. &

Example 5.2

Consider a factory which produces an article x. At least in the short run, the number

of articles that can be produced increases quadratically with the total amount of capital

C invested in the firm. Assume that capital depreciates at a rate �, that new investments

in the production process at time t are IðtÞ and that the associated cost of investing IðtÞ
is also a quadratic function. This enables the following formulation of the optimization

problem.

max� ¼
ðT
0

pC2ðtÞ � rI2ðtÞ dt;
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subject to

_CCðtÞ ¼ ��CðtÞ þ IðtÞ;

where all constants p; r and � are positive.

First, we rewrite this problem into our standard framework. That is, the maximization

problem is rewritten as the minimization problem

min

ðT
0

�pC2ðtÞ þ rI2ðtÞ dt:

With A :¼ ��, B :¼ 1, Q :¼ �p, R :¼ r and QT ¼ 0 Theorem 5.1 shows that this

optimization problem has a solution if and only if the following Riccati differential

equation has a solution on ½0; T �

_kkðtÞ ¼ 2�kðtÞ þ 1

r
k2ðtÞ þ p; kðTÞ ¼ 0: ð5:2:17Þ

This ordinary differential equation can be solved analytically using the separation of

variables technique. Depending on the number of roots of the polynomial on the right-

hand side of this equation (5.2.17)

1

r
k2 þ 2�k þ p ¼ 0 or; equivalently; k2 þ 2�rk þ pr ¼ 0 ð5:2:18Þ

then four qualitatively different situations can occur. Denote the discriminant1 of this

equation (5.2.18), �2r2 � pr, by D. Then these situations are as follows.

Case 1. D ¼ 0

Then the solution of the differential equation (5.2.17) is

kðtÞ ¼ ��r � 1
1
r
t þ c

; with c ¼ � 1

r
T þ 1

�

� �
:

Case 2. D < 0

Then the solution of the differential equation (5.2.17) is

kðtÞ ¼ ��þ
ffiffiffiffiffiffiffiffi
�D

p
tan

ffiffiffiffiffiffiffiffi
�D

p

r
t þ c

� �
;

where c is the solution of 0 ¼ ��þ
ffiffiffiffiffiffiffiffi
�D

p
tan

ffiffiffiffiffiffi
�D

p

r
T þ c

� 	
: Obviously, this solution

only makes sense on the whole planning horizon ½0;T � provided the parameters in the

1The discriminant of ax2 þ bxþ c is the number b2 � 4ac.
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model are such that
ffiffiffiffiffiffi
�D

p

r
t þ c

� 	
2 � �

2
; �
2


 �
for t 2 ½0;T �. Otherwise equation (5.2.17) has

no solution on ½0; T �, and consequently the optimization problem has no solution.

Case 3. D > 0

Let � :¼ ��r �
ffiffiffiffi
D

p
and � :¼ �2

ffiffiffiffi
D

p
. Then the solution of the differential equa-

tion (5.2.17) is

kðtÞ ¼ � þ �

e�
t
r
þcð Þ � 1

; with c ¼ �T

r
þ � ln

� � �

�
:

As in the previous case, this solution only makes sense as long as the model parameters

are such that t
r
þ c 6¼ 0 for t 2 ½0; T�. Otherwise the problem again has no solution.

Case 4.

The differential equation has no solution on ½0; T � and, therefore, the optimization

problem has no solution. As we have seen in Cases 2 and 3, depending on the model

parameters, such situations can occur. Obviously, this makes sense. For instance, if

the price p in this model is much larger than the cost of investment, i.e. p � r, it pays to

invest as much as possible in the short term and thereby gain ‘infinite’ profits. So, one

might say that if these parameter conditions hold the model probably is not very accurate

in describing reality. This situation occurs, for example, in Case 3 if and only if

T > r
� ln

���
� . &

Next assume that ðA;BÞ is controllable. Theorem 5.8, below, then shows that under the

assumption that for some initial state the optimal control problem has a solution with a

planning horizon T , the same optimal control with a planning horizon strictly smaller

than T will have a solution for every initial state.

Theorem 5.8

Let ðA;BÞ be controllable. Assume that there exists an initial state xð0Þ ¼ �xx such that

the linear quadratic control problem (5.2.1) and (5.2.2) has a solution. Take, without loss

of generality, t0 ¼ 0. Then, for every t1 2 ð0;T � the linear quadratic control problem

Jðt1; x0; uÞ ¼
ðT
t1

xTðtÞQxðtÞ þ uTðtÞRuðtÞ
� �

dt þ xTðTÞQTxðTÞ; ð5:2:19Þ

subject to

_xxðtÞ ¼ AxðtÞ þ BuðtÞ; xðt1Þ ¼ x0; ð5:2:20Þ

has a solution for every initial state x0.

Proof

Let t1 > 0 be an arbitrarily chosen time in the interval ð0; T �. By taking uð:Þ ¼ 0 it

is clear that Jinf ðt1; x0Þ < 1. To prove that also Jinf ðt1; x0Þ > �1 first note that due to
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the controllability assumption matrix

WðtÞ :¼
ðt
0

eAðt�sÞBBTeA
T ðt�sÞds

is invertible for every t > 0. Consequently, the control

u0ðsÞ :¼ BTeA
T ðt1�sÞW�1ðt1Þðx0 � eAt1�xxÞ

steers the state of the system from xð0Þ ¼ �xx at time t ¼ 0 towards xðt1Þ ¼ x0 at time

t ¼ t1.

Since by assumption J�ð0;�xxÞ exists, for every uð:Þ, Jð0;�xx; uÞ � J�ð0;�xxÞ. Consequently,
denoting wðx; uÞ :¼ xTðsÞQxðsÞ þ uTðsÞRuðsÞ,ðt1

0

wðx; u0Þdsþ
ðT
t1

wðx; uÞdsþ xTðTÞQTxðTÞ � J�ð0;�xxÞ;

which shows that for an arbitrary uð:ÞðT
t1

wðx; uÞdsþ xTðTÞQTxðTÞ � J�ð0;�xxÞ �
ðt1
0

wðx; u0Þds:

Since the right-hand side of this inequality is bounded, Jinf ðt1; x0Þ exists and, moreover,

satisfies the above inequality. The rest of the proof then follows along the lines of the

proof of Theorem 5.1. &

Note

We should stress that Theorem 5.8 states that just for some t1 strictly larger than zero one

can conclude that the linear quadratic control problem has a solution for every initial

state. Indeed, there exist examples (for example Example 5.1 with T ¼ �
2
) for which the

linear quadratic control problem has for some initial state value a solution, whereas for

other initial state values the solution for the linear quadratic control problem does not

exist. &

Proposition 5.9

Assume that there exists an initial state �xx 2 RðAÞ :¼ Im½BjABj � � � jAn�1B� for which the

linear quadratic control problem (5.2.1) and (5.2.2) has a solution. Then the Riccati

differential equation (5.2.3) has a solution on ðt0; T �.

Proof

First note that RðAÞ is a linear subspace. This subspace is A-invariant since, due to the

theorem of Cayley–Hamilton,

ARðAÞ ¼ AIm½BjABj � � � jAn�1B� ¼ Im½ABjABj � � � jAnB� � Im½BjABj � � � jAn�1B� ¼ RðAÞ:
ð5:2:21Þ
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Next consider a basis of RðAÞ extended with a number of independent vectors such that

this whole set of vectors together span Rn. This set of vectors constitutes a basis of Rn.

With respect to this basis matrix A and B have the following structure

A ¼ A11 A12

0 A22

� �
; and B ¼ B1

0

� �
:

Now consider the Riccati differential equation (5.2.3) with respect to this basis. Denoting

K11 K12

KT
12 K22

� �
:¼ K; S1 :¼ B1R

�1BT
1 ;

Q11 Q12

QT
12 Q22

� �
:¼ Q and

QT11 QT12

QT
T12 QT22

� �
:¼ QT ;

elementary calculation shows that equation (5.2.3) has a solution KðtÞ on ðt0; T � if and
only if the following three differential equations have a solution on ðt0; T�

_KK11ðtÞ ¼ �AT
11K11ðtÞ �K11ðtÞA11 þK11ðtÞS1K11ðtÞ �Q11; K11ðTÞ ¼ QT11; ð5:2:22Þ

_KK12ðtÞ ¼ ðK11ðtÞS1�AT
11ÞK12ðtÞ�K12ðtÞA22�Q12�K11ðtÞA12; K12ðTÞ¼ QT12; ð5:2:23Þ

_KK22ðtÞ ¼ �AT
21K22ðtÞ �K22ðtÞA22 �Q22 þ ðKT

12ðtÞS1 �AT
12ÞK12ðtÞ �KT

12ðtÞA12; ð5:2:24Þ
K22ðTÞ ¼ QT22: ð5:2:25Þ

Taking a closer look at these differential equations, we observe that if equation (5.2.22)

has a solution, equation (5.2.23) is just an ordinary linear differential equation which

always has a solution. Similarly it is seen then that by substituting the solutions of equa-

tions (5.2.22) and (5.2.23) into equation (5.2.24) this last differential equation is also a

linear differential equation, which therefore also always has a solution. So equation (5.2.3)

has a solution KðtÞ on ðt0; T � if and only if the differential equation (5.2.22) has a solution
on ðt0; T�. Now, by assumption, the linear quadratic control problem has a solution for

some x0 2 RðAÞ. This implies that with respect to our basis, x0 ¼ ½xT10 0�T . So, denoting
½x1ðtÞ x2ðtÞ� :¼ xðtÞ, the linear quadratic control problem

Jðt0; x0; uÞ ¼
ðT
t0

fxTðtÞQxðtÞ þ uTðtÞRuðtÞgdt þ xTðTÞQTxðTÞ; ð5:2:26Þ

subject to

_xx1ðtÞ
_xx2ðtÞ

� �
¼ A11 A12

0 A22

� �
x1ðtÞ
x2ðtÞ

� �
þ B1

0

� �
uðtÞ; xðt0Þ ¼

x10
0

� �

has a solution for some x10 with ðA11;B1Þ controllable.
It is easily verified that x2ðtÞ ¼ 0 for all t 2 ½t0; T �. Consequently, the linear quadratic

control problem (5.2.26) is equivalent with the minimization of

Jðt0; x10; uÞ ¼
ðT
t0

fxT1 ðtÞQ11x1ðtÞ þ uTðtÞRuðtÞgdt þ xT1 ðTÞQT11x1ðTÞ; ð5:2:27Þ

subject to

_xx1ðtÞ ¼ A11ðtÞ þ B1uðtÞ; x1ðt0Þ ¼ x10:
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By assumption this problem has a solution for x10. Therefore, by Theorem 5.8, the

Riccati equation corresponding to this linear quadratic control problem has a solu-

tion on ðt0; T �. That is equation (5.2.22) has a solution on ðt0; T �, which concludes the

proof. &

Corollary 5.10

Notice that always 0 2 RðAÞ. Consequently, if the linear quadratic control problem

(5.2.1) and (5.2.2) has a solution for xð0Þ ¼ 0, the minimization problem (5.2.19) and

(5.2.20) will have a unique solution for any t1 > 0 for every initial state xðt1Þ ¼ x0. Or,

stated differently, the Riccati differential equation (5.2.3) has a solution on ð0; T�. &

Note

1. The results of Theorem 5.1 and Corollary 5.10 also hold if the matrices A, B, Q and R

are piecewise continuous functions of time (Clements and Anderson (1978)).

2. From Theorem 5.1 the following statement results. For all T 2 ½0; t1Þ the linear quad-
ratic control problem (5.2.1) and (5.2.2) has a solution for every initial state xð0Þ ¼ x0
if and only if the Riccati differential equation (5.2.3) has a solution on ð0; t1�.

This equivalence result will be used to formulate well-posedness assumptions in the

convergence analysis of this optimal control problem if the planning horizon becomes

arbitrarily long (see sections 5.5 and 7.6). &

We conclude this section by considering the non-homogeneous linear quadratic con-

trol problem. That is, the minimization of

J ¼
ðT
0

fxTðtÞQxðtÞ þ uTðtÞRuðtÞgdt þ xTðTÞQTxðTÞ; ð5:2:28Þ

subject to

_xxðtÞ ¼ AxðtÞ þ BuðtÞ þ cðtÞ; xð0Þ ¼ x0; ð5:2:29Þ

under the usual assumptions that R is a positive definite matrix and Q;R and QT are

symmetric matrices. The non-homogeneous term, cðtÞ, is assumed to be a known function

which is such that the solution xðtÞ of the differential equation is uniquely defined in

the extended sense. In principle one could use the transformation outlined in section 3.6,

part IV on the affine systems, to rewrite this problem as a standard linear quadratic con-

trol problem; but in that case the extended state matrix becomes time dependent (see

equation (3.6.15)). If, for example, cð:Þ is just a square integrable function this time-

dependency is, in general, not piecewise continuous. So, in that case one cannot appeal to

the Note following Corollary 5.10 to solve the problem. Therefore we will tackle this non-

homogeneous linear quadratic control problem directly. The following result states that

this problem has a solution if and only if the original linear quadratic control problem

with cðtÞ ¼ 0 has a solution. Parts of the proof are best shown using a functional analysis
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approach. Since this subject is somewhat outside the scope of this book, that part of the

proof is deferred to the Appendix at the end of this chapter.

Theorem 5.11

Let cðtÞ be an arbitrarily square integrable function. Consider the minimization of the

linear quadratic cost function (5.2.28) subject to the state dynamics

_xxðtÞ ¼ AxðtÞ þ BuðtÞ þ cðtÞ; xð0Þ ¼ x0; ð5:2:30Þ

Then,

1. the linear quadratic problem (5.2.28) and (5.2.30) has a solution for all x0 2 Rn if and

only if the Riccati differential equation (5.2.3) has a symmetric solution Kð:Þ on ½0; T�;

2. If the linear quadratic problem (5.2.28) and (5.2.30) has a solution for some

x0 2 RðAÞ, then for all x0 2 Rn the linear quadratic control problem

Jðt0; x0; u; cÞ ¼
ðT
t0

fxTðtÞQxðtÞ þ uTðtÞRuðtÞgdt þ xTðTÞQTxðTÞ; ð5:2:31Þ

subject to

_xxðtÞ ¼ AxðtÞ þ BuðtÞ þ cðtÞ; xðt0Þ ¼ x0; ð5:2:32Þ

has a solution for all t0 2 ð0; T �.
Moreover, if the linear quadratic control problem (5.2.28) and (5.2.30) has a solution,

then the optimal control in feedback form is

u�ðtÞ ¼ �R�1BTðKðtÞxðtÞ þ mðtÞÞ;

where mðtÞ is the solution of the linear differential equation

_mmðtÞ ¼ ðKðtÞS� ATÞmðtÞ � KðtÞcðtÞ; mðTÞ ¼ 0; ð5:2:33Þ

and xðtÞ is the solution of the differential equation

_xxðtÞ ¼ ðA� SKðtÞÞxðtÞ � SmðtÞ þ cðtÞ; xð0Þ ¼ x0:

Proof

1. ‘( part’ Let KðtÞ be the solution of the Riccati differential equation (5.2.3) and mðtÞ
the solution of the with this solution Kð:Þ corresponding linear differential equation

(5.2.33). Next consider the value function

VðtÞ :¼ xTðtÞKðtÞxðtÞ þ 2mTðtÞxðtÞ þ nðtÞ;
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where

nðtÞ :¼
ðT
t

f�mTðsÞSmðsÞ þ 2mTðsÞcðsÞgds:

Substitution of _KK, _xx and _mm from equations (5.2.3), (5.2.29) and (5.2.33), respectively,

and _nnðtÞ ¼ mTðtÞSmðtÞ � 2mTðtÞcðtÞ into _VV gives

_VVðtÞ ¼ _xxTðtÞKðtÞxðtÞ þ xTðtÞ _KKðtÞxðtÞ þ xTðtÞKðtÞ _xxðtÞ þ 2 _mmTðtÞxðtÞ þ 2mTðtÞ _xxðtÞ þ _nnðtÞ
¼ �xTðtÞQxðTÞ � uTðtÞRuðtÞ þ ½uðtÞ þ R�1BTðKðtÞxðtÞ þ mðtÞÞ�T

	 R½uðtÞ þ R�1BTðKðtÞxðtÞ þ mðtÞÞ�:

Now,

ðT
0

_VVðsÞds ¼ VðTÞ � Vð0Þ;

and, due to the fact that mðTÞ ¼ 0, VðTÞ ¼ xTðTÞQTxðTÞ. Consequently substitution of _VV
into this expression and rearranging terms gives

ðT
0

fxTðtÞQxðtÞ þ uTðtÞRuðtÞgdt þ xTðTÞQTxðTÞ

¼ Vð0Þ þ
ðT
0

½uþ R�1BTðKðtÞxðtÞ þ mðtÞÞ�TR½uþ R�1BTðKðtÞxðtÞ þ mðtÞÞ�dt:

Since Vð0Þ does not depend on uð:Þ and R is positive definite, the required result follows.

1. ‘) part’ This part of the proof can be found in the Appendix at the end of this chapter.

2. Consider the notation from the proof of Proposition 5.9. In the same way as in that

proof it follows that for any �xx1 there is a control sequence which steers x1ðt0Þ towards
�xx1 at time t1. Following the lines of the proof of Theorem 5.11 we then have that, for

all �xx1, the minimization of

ðT
t1

fxT1 ðsÞQ11x1ðsÞ þ 2xT1 ðsÞQ12x2ðsÞ þ uTðsÞRuðsÞgds

þ
ðT
t1

xT2 ðsÞQ22x2ðsÞdsþ xTðTÞQTxðTÞ

subject to the system

_xx1ðtÞ ¼ A11x1ðtÞ þ B1uðtÞ þ A12ðtÞx2ðtÞ þ c1ðtÞ; x1ðt1Þ ¼ �xx1

has a solution, where x2ðtÞ ¼ eA22tx2ðt1Þ þ
Ð t
t1
eA22ðt1�sÞc2ðsÞds. Using Lemma 5.22 the

stated result then follows analogously to the proof of part 1 ‘)’. &
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Example 5.3

Consider the optimization problem

min
u

ð1
0

f�x2ðsÞ þ u2ðsÞgdsþ 1

2
x2ð1Þ;

subject to the dynamics

_xxðtÞ ¼ xðtÞ þ uðtÞ þ e�t; xð0Þ ¼ 1:

The Riccati differential equation corresponding to this problem is

_kkðtÞ ¼ �2kðtÞ þ k2ðtÞ þ 1; kð1Þ ¼ 1

2
:

It is easily verified that

kðtÞ ¼ 1� 1

t þ 1
:

Next, consider the differential equation

_mmðtÞ ¼ ðkðtÞ � 1ÞmðtÞ � kðtÞe�t; mð1Þ ¼ 0:

That is,

_mmðtÞ ¼ �1

t þ 1
mðtÞ þ 1

t þ 1
� 1

� �
e�t; mð1Þ ¼ 0:

By straightforward substitution it is readily verified that the solution of this differential

equation is

mðtÞ ¼ e�t � 2=e

t þ 1
:

According to Theorem 5.11, the optimization problem has a solution which is given by

u�ðtÞ ¼ 1

t þ 1
� 1

� �
xðtÞ þ 2=e

t þ 1
� e�t:

Here xðtÞ is given by the solution of the differential equation

_xxðtÞ ¼ 1

t þ 1
xðtÞ þ 2=e

t þ 1
; xð0Þ ¼ 1: &

5.3 Riccati differential equations

An important property of the Riccati differential equations we encounter in both this chapter

and Chapter 7 is that their solution can be found by solving a set of linear differential
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equations. This is particularly important from a computational point of view because

there are many efficient numerical algorithms that can accurately calculate solutions of

linear differential equations. These algorithms have been implemented, for example, in

the computer software MATLAB to calculate solutions of Riccati differential equations.

To show this equivalence, consider the following non-symmetric matrix Riccati

differential equation

_KKðtÞ ¼ �DKðtÞ � KðtÞAþ KðtÞSKðtÞ � Q; ð5:3:1Þ

where K; Q 2 Rm	n, D 2 Rm	m, A 2 Rn	n and S 2 Rn	m. In fact the ensueing theory

can be copied if one assumes the matrices D, A, S and Q to be Lebesgue integrable

functions of time. For notational convenience we skip this possibility. Details on this

extension can be found in Reid (1972).

The solution of this Riccati differential equation (5.3.1) is intimately connected with

the next set of linear differential equations

_UUðtÞ
_VVðtÞ

� �
¼ A �S

�Q �D

� �
UðtÞ
VðtÞ

� �
: ð5:3:2Þ

This relationship is summarized in the following theorem.

Theorem 5.12

If U;V is a solution pair of equation (5.3.2) with U nonsingular on the interval ½0; T�,
then KðtÞ ¼ VU�1 is a solution of the Riccati differential equation (5.3.1) on ½0; T�.
Conversely, if KðtÞ is a solution of equation (5.3.1) on ½0; T � and Uð:Þ is a fundamental

solution of

_UUðtÞ ¼ ðA� SKðtÞÞUðtÞ

then the pair UðtÞ, VðtÞ :¼ KðtÞUðtÞ is a solution of equation (5.3.1) on ½0;T �:

Proof

Assume Uð:Þ;Vð:Þ satisfies equation (5.3.2) with Uð:Þ invertible. Since UðtÞU�1ðtÞ ¼ I,

differentiation of this identity gives _UUðtÞU�1ðtÞ þ UðtÞ d
dt
fU�1ðtÞg ¼ 0, or, d

dt
fU�1ðtÞg ¼

�U�1ðtÞ _UUðtÞU�1ðtÞ. Then, K :¼ VU�1 satisfies

_KKðtÞ ¼ _VVðtÞU�1ðtÞ � VðtÞU�1ðtÞ _UUðtÞU�1ðtÞ
¼ ð�QUðtÞ � DVðtÞÞU�1ðtÞ � VðtÞU�1ðtÞðAUðtÞ � SVðtÞÞU�1ðtÞ
¼ �Q� DKðtÞ � KðtÞAþ KðtÞSKðtÞ:

Conversely, if KðtÞ is a solution of equation (5.3.1) on ½0; T � and Uð:Þ is a fundamental

solution of

_UUðtÞ ¼ ðA� SKðtÞÞUðtÞ
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then the pair UðtÞ, VðtÞ :¼ KðtÞUðtÞ satisfy

_UUðtÞ
_VVðtÞ

" #
¼

ðA� SKðtÞÞUðtÞ
_KKðtÞUðtÞ þ KðtÞ _UUðtÞ

" #

¼
AUðtÞ � SVðtÞ

ð�Q� DKðtÞ � KðtÞAþ KðtÞSKðtÞÞUðtÞ þ KðtÞðA� SKðtÞÞUðtÞ

" #

¼
AUðtÞ � SVðtÞ

�QUðtÞ � DKðtÞUðtÞ

" #

¼
A �S

�Q �D

" #
UðtÞ
VðtÞ

" #
: &

By considering the special case D ¼ AT in the above theorem we obtain the following

result.

Corollary 5.13

The Riccati differential equation (5.2.3) has a solution on ½0; T� if and only if the set of

linear differential equations

_UUðtÞ
_VVðtÞ

� �
¼ A �S

�Q �AT

� �
UðtÞ
VðtÞ

� �
;

UðTÞ
VðTÞ

� �
¼ I

QT

� �
ð5:3:3Þ

has a solution on ½0; T �, with Uð:Þ nonsingular.
Moreover, if equation (5.3.3) has an appropriate solution ðUð:Þ;Vð:ÞÞ, the solution of

equation (5.2.3) is

KðtÞ ¼ VðtÞU�1ðtÞ: &

With H :¼ A �S

�Q �D

� �
, the solution of the above differential equation (5.3.3) is

(see Lemma 3.3)

UðtÞ
VðtÞ

� �
¼ eHðT�tÞ I

QT

� �
:

By determining the Jordan canonical form of matrix H one can determine then, in

principle, an analytic expression for the solution (see Theorem 3.2). From this expression

one can then derive an analytic solution for the Riccati differential equation (5.2.3) by

calculating VðtÞU�1ðtÞ.

Note

If u�ð:Þ yields a minimum of the linear quadratic control problem and x�ð:Þ is the

corresponding state trajectory, according to the maximum principle (see also Exercises
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at the end of Chapter 4), there exists a costate function ��ð:Þ satisfying

_xx�ðtÞ
_���ðtÞ

� �
¼ A �S

�Q �AT

� �
x�ðtÞ
��ðtÞ

� �
; with

x�ð0Þ
��ðTÞ

� �
¼ x0

QTx
�ðTÞ

� �
:

Obviously, this two-point boundary-value problem can be rewritten as a one-point

boundary-value problem with a constraint on the final time T

x�ðTÞ
��ðTÞ

� �
¼ x�ðTÞ

QTx
�ðTÞ

� �
:

According to Corollary 5.7, item 2, all terminal states x�ðTÞ can be reached by an

appropriate choice of the initial state x0. So, using this, we conclude that equation (5.3.3)

has a solution. &

Example 5.4

Consider the Riccati differential equation

_kkðtÞ ¼ �2kðtÞ þ k2ðtÞ � 3; kð8Þ ¼ 4:

Then, with T ¼ 8, A ¼ D ¼ 1, S ¼ 1, Q ¼ 3 and QT ¼ 4 we can determine the solution

of this differential equation using the same approach as Corollary 5.13. To that end,

consider

H :¼ 1 �1

�3 �1

� �
:

Next, determine the eigenstructure of this matrix H. The eigenvalues are f2;�2g and

corresponding eigenvectors are

v1 ¼
1

�1

� �
and v1 ¼

1

3

� �
;

respectively.

The solution of the differential equation (5.3.3) is then

uðtÞ
vðtÞ

" #
¼ eHðt�8Þ 1

4

" #

¼ ½v1 v2�
e2ðt�8Þ 0

0 e�2ðt�8Þ

" #
½v1 v2��1

1

4

" #

¼ 1

4

�e2ðt�8Þ þ 5e�2ðt�8Þ

e2ðt�8Þ þ 15e�2ðt�8Þ

" #
:

Notice that uðtÞ 6¼ 0 on ½0; 8�. So, according to Corollary 5.13, the solution of the Riccati

differential equation is

kðtÞ ¼ vðtÞ
uðtÞ ¼

e2ðt�8Þ þ 15e�2ðt�8Þ

�e2ðt�8Þ þ 5e�2ðt�8Þ :
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By substitution of this solution into the Riccati differential equation one can straight-

forwardly verify that this is indeed the correct solution. &

5.4 Infinite-planning horizon

In this section we lift the restriction imposed in section 5.2 that the final time T in the

planning horizon must be finite. We consider the problem of finding a control function

uð:Þ ¼ Fxð:Þ (where F is a time-invariant matrix) for each x0 2 Rn that minimizes the cost

functional

Jðx0; uÞ :¼
ð1
0

fxTðtÞQxðtÞ þ uTðtÞRuðtÞgdt; ð5:4:1Þ

under the additional constraint that lim
t!1

xðtÞ ¼ 0. Here Q ¼ QT , R > 0, and the state

variable x is the solution of

_xxðtÞ ¼ AxðtÞ þ BuðtÞ; xð0Þ ¼ x0: ð5:4:2Þ

By Theorem 3.20 the imposed stabilization constraint is equivalent to the requirement

that the system is stabilizable. Therefore, throughout this section, the assumption is

made that the pair ðA;BÞ is stabilizable. Furthermore, we introduce the set of linear,

stabilizing, time-invariant feedback matrices, i.e.

F :¼ fF j Aþ BF is stableg:

For notational convenience the notation S :¼ BR�1BT is used. A state feedback control

function corresponding to a feedback matrix F and an initial state x0 is denoted by

uFBðx0;FÞ. With a small change of notation we shall write Jðx0;FÞ :¼ J x0; u
FBðx0;FÞð Þ.

Now,

Jðx0;FÞ ¼
ð1
0

xTðsÞðQþ FTRFÞxðsÞds

¼ xT0

ð1
0

ðeðAþBFÞsÞTðQþ FTRFÞeðAþBFÞsdsx0:

Let P :¼
Ð1
0
ðeðAþBFÞsÞTðQþ FTRFÞeðAþBFÞsds. Then Jðx0;FÞ ¼ xT0Px0 and, since

Aþ BF is stable,

0� ðQþ FTRFÞ ¼
ð1
0

d

ds
fðeðAþBFÞsÞTðQþ FTRFÞeðAþBFÞsgds

¼
ð1
0

ðAþ BFÞTðeðAþBFÞsÞTðQþ FTRFÞeðAþBFÞs

þ ðeðAþBFÞsÞTðQþ FTRFÞeðAþBFÞsðAþ BFÞds

¼ ðAþ BFÞTPþ PðAþ BFÞ:
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That is, for each F 2 F , Jðx0;FÞ ¼ xT0’ðFÞx0 with ’ : F ! Rn	n defined by ’ : F 7!P

where P is the unique solution of the Lyapunov equation

ðAþ BFÞTPþ PðAþ BFÞ ¼ �ðQþ FTRFÞ: ð5:4:3Þ

We will see that the next algebraic Riccati equation (ARE)

Qþ ATX þ XA� XSX ¼ 0: ð5:4:4Þ

plays an important role in the problem under consideration. Recall from section 2.7 that a

solution K of this equation is called stabilizing if the matrix A� SK is stable and,

furthermore, from Theorem 2.33 that such a solution, if it exists, is unique. Theorem 5.14,

below, gives the analogue of the finite-planning horizon linear quadratic control problem.

Theorem 5.14 (Infinite horizon linear
quadratic control problem)

Assume that ðA;BÞ is stabilizable and u ¼ Fx, with F 2 F . The linear quadratic control

problem (5.4.1) and (5.4.2) has a minimum F̂F 2 F for JðFÞ for each x0 if and only if the

algebraic Riccati equation (5.4.4) has a symmetric stabilizing solution K. If the linear

quadratic control problem has a solution, then the solution is uniquely given by F̂F ¼
�R�1BTK and the optimal control in feedback form is

u�ðtÞ ¼ �R�1BTKxðtÞ: ð5:4:5Þ

In open-loop form it is

u�ðtÞ ¼ �R�1BTK�ðt; 0Þx0 ð5:4:6Þ

with � the solution of the transition equation

_��ðt; 0Þ ¼ ðA� SKÞ�ðt; 0Þ;�ð0; 0Þ ¼ I:

Moreover, Jðu�Þ ¼ xT0Kx0. &

Proof

‘( part’ This part of the proof mimics the proof of the finite-planning horizon case. Let K

be the stabilizing solution of the ARE. Thenð1
0

d

dt
fxTðtÞKxðtÞgdt ¼ 0� xTð0ÞKxð0Þ:

Consequently, making a completion of squares again within the cost function gives

J ¼
ð1
0

fxTðtÞQxðtÞ þ uTðtÞRuðtÞgdt þ
ð1
0

d

dt
fxTðtÞKxðtÞgdt þ xTð0ÞKxð0Þ

¼
ð1
0

fxTðtÞQxðtÞ þ uTðtÞRuðtÞ þ d

dt
fxTðtÞKxðtÞggdt þ xTð0ÞKxð0Þ:
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Now for an arbitrary F 2 F, with u ¼ Fx, _xx ¼ ðAþ BFÞx. Using this and the algebraic

Riccati equation (5.4.4), the integrand can be rewritten as follows

xTQxþ uTRuþ d

dt
fxTKxg ¼ xTQxþ xTFTRFxþ _xxTKxþ xTK _xx

¼ xTQxþ xTFTRFxþ xTðAþ BFÞTKxþ xTKðAþ BFÞx
¼ xTðQþ ATK þ KAÞxþ xTFTRFxþ xTFTBTKxþ xTKBFx

¼ xTKSKxþ xTFTRFxþ xTFTBTKxþ xTKBFx

¼ xTðF þ R�1BTKÞTRðF þ R�1BTKÞx:

So

J ¼
ð1
0

fxTðtÞðF þ R�1BTKÞTRðF þ R�1BTKÞxðtÞgdt þ xTð0ÞKxð0Þ:

From this expression it is obvious that J � xTð0ÞKxð0Þ for all F and that equality is

achieved if F ¼ �R�1BTK.

Proof

‘) part’ This part of the proof is based on a variational argument. First, note that the set

F is a nonempty open set. Second, note that the smoothness of the coefficients in a

Lyapunov equation is preserved by the solution of this equation (Lancaster and Rodman

(1995)), which implies that J is differentiable with respect to F. Now, let F̂F 2 F be a

minimum of J for each x0. Then, according to Theorem 4.1, �2Jðx0; F̂F;DFÞ ¼ 0 for each

DF and for each x0. Since �2Jðx0; F̂F;DFÞ ¼ xT0 �’ðF̂F;DFÞx0, this implies that

�’ðF̂F;DFÞ ¼ 0 for all increments DF. Hence

@ ’ðF̂FÞ ¼ 0: ð5:4:7Þ

Next, introduce the map � : F 	 Rn	n ! Rn	n by

�ðF;PÞ ¼ ðAþ BFÞTPþ PðAþ BFÞ þ Qþ FTRF:

By definition, �ðF; ’ðFÞÞ ¼ 0 for all F 2 F . Taking the derivative of this equality and

applying the chain rule yields

@1�ðF; ’ðFÞÞ þ @2�ðF; ’ðFÞÞ@’ðFÞ ¼ 0 for all F 2 F :

Substituting F ¼ F̂F in this equation, and using equation (5.4.7), shows that @1�ðF̂F;
’ðF̂FÞÞ ¼ 0, or, equivalently,

�1�ðF̂F; ’ðF̂FÞ;DFÞ ¼ 0 for all DF: ð5:4:8Þ

The differential of � with respect to its first argument with increment DF is (see also

Example 4.2)

�1�ðF;P;DFÞ ¼ DFTðBTPþ RFÞ þ ðPBþ FTRÞDF:
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Combining this result with (5.4.8) produces

DFTðBT’ðF̂FÞ þ RF̂FÞ þ ð’ðF̂FÞBþ F̂F
T
RÞDF ¼ 0 for all DF;

which clearly implies that BT’ðF̂FÞ þ RF̂F ¼ 0, or, equivalently, F̂F ¼ �R�1BT’ðF̂FÞ.
Now, since �ðF̂F; ’ðF̂FÞÞ ¼ 0, we conclude that X :¼ ’ðF̂FÞ is the stabilizing solution of

the ARE (5.4.4). &

Note

Recall from section 2.7 that the unique stabilizing solution Xs of the algebraic Riccati

equation (5.4.4) can be calculated by determining the graph subspace Im
X1

X2

� �
of the

Hamiltonian matrix
A �S

�Q �AT

� �
which has the property that all eigenvalues of the

matrix A� SX2X
�1
1 have a strictly negative real part. As we already noticed in section 2.7

this graph subspace is uniquely determined if it exists and Xs ¼ X2X
�1
1 .

This approach has been elaborated in the literature in more detail. Lancaster and

Rodman (1995) and Laub (1991) have shown that the existence of the stabilizing solution

of the ARE can, for instance, be verified by checking whether the above Hamiltonian

matrix has no purely imaginary eigenvalues, and whether a rank condition on the matrix

sign of a certain matrix is satisfied. There are many algorithms for computing the

matrix sign accurately and there is a comprehensive list of references in the review

paper by Laub (1991) &

Example 5.5

Consider the minimization of

J :¼
ð1
0

fxTðtÞxðtÞ þ 2u2ðtÞgdt;

subject to the system

_xxðtÞ ¼ 1 0

0 �1

� �
þ 1

0

� �
uðtÞ; xð0Þ ¼ ½1; 2�T :

This system is stabilizable. So, according to Theorem 5.14, the problem has a solution

F̂F 2 F if and only if the following algebraic Riccati equation has a stabilizing solution

1 0

0 1

� �
þ 1 0

0 �1

� �
X þ X

1 0

0 �1

� �
� X

1
2

0

0 0

� �
X ¼ 0:

Simple calculations show that

X ¼ 2þ
ffiffiffi
6

p
0

0 1
2

� �
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is the stabilizing solution of this Riccati equation. The resulting optimal control and

cost are

u�ðtÞ ¼ � 1

2
½2þ

ffiffiffi
6

p
; 0�xðtÞ and J� ¼ 4þ

ffiffiffi
6

p
;

respectively. &

Notes

1. Willems (1971) considers the optimization problem (5.4.1) and (5.4.2) with

u 2 Usðx0Þ under the assumption that ðA;BÞ is controllable. Here the class of control

functions Usðx0Þ is defined by:

Usðx0Þ ¼ u 2 L2;loc j Jðx0; uÞ exists in R [ f�1;1g; lim
t!1

xðtÞ ¼ 0
n o

;

where L2;loc is the set of locally square-integrable functions, i.e.

L2;loc ¼ fu½0;1Þ j 8T > 0;

ðT
0

uTðsÞuðsÞds < 1g:

Under these conditions, by Theorem 3.11, the solution to the differential equation

(5.4.2) exists (in the extended sense) for all finite T . Combining Willems’ results

(1971, also Trentelman and Willems (1991)) and Theorem 5.14 we have the next result.

Assume ðA;BÞ is controllable, then the following statements are equivalent.

1. 8x09ûu 2 Usðx0Þ8u 2 Usðx0Þ Jðx0; ûuÞ � Jðx0; uÞ;
2. 9F̂F 2 F 8x0 8u 2 Usðx0Þ J x0; u

FBðx0; F̂FÞ

 �

� Jðx0; uÞ;
3. 9F̂F 2 F8x08F 2 F J x0; u

FBðx0; F̂FÞ

 �

� J x0; u
FBðx0;FÞð Þ;

4. D is positive definite where D denotes the difference between the largest and

smallest real symmetric solution of the algebraic Riccati equation (5.4.3);

5. the algebraic Riccati equation (5.4.3) has a stabilizing solution.

2. Following the lines of the proof of the finite-planning horizon case, one can show the

next equivalent statement of Theorem 5.14. Assume that ðA;BÞ is stabilizable. Then,
the linear quadratic control problem (5.4.1) and (5.4.2) has a minimum u 2 Ure for

every x0 2 Rn if and only if the algebraic Riccati equation (5.4.1) and (5.4.2) has a

symmetric stabilizing solution K. The reader is asked to fill out the details of the proof

of this statement in one of the Exercises at the end of this chapter. &

An important case where our control problem has a solution is when Q is positive semi-

definite. This case is summarized in the next proposition. Furthermore, the proposition

relates the finite-planning horizon case to the infinite-planning horizon solution if the

planning horizon expands. In this proposition we allow for a larger set of control func-

tions than we did before: all locally square-integrable functions are considered. So, unlike
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in Theorem 5.14, we do not suppose a priori that the state of the controlled system must

converge to zero.

Proposition 5.15

Assume ðA;BÞ is stabilizable and Q positive semi-definite. Consider the set of locally

square-integrable control functions. Then both the finite and the infinite linear quadratic

control problems attain a minimum within this class of control functions. Furthermore,

with QT ¼ 0, the finite-planning horizon solution converges to the infinite-planning

horizon solution if the planning horizon expands. That is,

KTð0Þ ! K; if T ! 1;

where KTðtÞ > 0 is the solution of the Riccati differential equation (5.2.3) with QT ¼ 0

and K � 0 is the smallest2 semi-positive definite solution of the algebraic Riccati

equation (5.4.4).

Moreover, in case ðQ;AÞ is additionally detectable, K 2 F .

Proof

Since Q � 0 it follows straightforwardly that the Hamiltonian function Hðx; u; �Þ
associated with the finite-planning horizon optimal control problem is simultaneously

convex in ðx; uÞ. Therefore, the finite-planning horizon problem always has a solution

(see Theorem 4.8 and the ensueing discussion).

Next notice that due to the positive semi-definiteness assumption on Q again, for every

h > 0,

0 �
ðT
0

fxTðtÞQxðtÞ þ uTðtÞRuðtÞgdt �
ðTþh

0

fxTðtÞQxðtÞ þ uTðtÞRuðtÞgdt:

So, by choosing h ¼ T1 and h ¼ 1, respectively, one obtains

0 � xT0KTð0Þx0 ¼ min

ðT
0

fxTðtÞQxðtÞ þ uTðtÞRuðtÞgdt

� xT0KTþT1ð0Þx0 ¼ min

ðTþT1

0

fxTðtÞQxðtÞ þ uTðtÞRuðtÞgdt

�
ð1
0

fxTðtÞQxðtÞ þ uTðtÞRuðtÞgdt ¼: Jðx0; uÞ:

Since ðA;BÞ is stabilizable there exists a state-feedback control u ¼ Fx which stabilizes

the system. Using this control it is clear that the finite horizon minimum cost is always

bounded. That is, with H :¼
Ð1
0

eðAþBFÞT tðQþ FTRFÞeðAþBFÞtdt, xT0KTð0Þx0 � xT0Hx0 for

all T .

2That is, every solution X � 0 of equation (5.4.4) satisfies X � K.
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Since x0 is arbitrary and KTi are symmetric, we conclude that the above inequalities

must hold w.r.t. the matrices KTið0Þ too and, therefore, KT1ð0Þ � KT2ð0Þ if T1 � T2 and KT

is bounded from above by H. Consequently limT!1 KTð0Þ exists. Denote this limit by K.

Then, in particular, it follows that

Jðx0; uÞ � xT0KTð0Þx0:

Therefore, by letting T ! 1 in this inequality,

Jðx0; uÞ � xT0Kð0Þx0: ð5:4:9Þ

Furthermore, from equation (5.2.3), then limT!1 _KKTð0Þ also exists. It is then easily

verified that _KKTðtÞ converges to zero at t ¼ 0 if T ! 1. So K satisfies the algebraic

Riccati equation (5.4.4).

To see that K is the minimum positive semi-definite solution of equation (5.4.4) that

yields the solution for the infinite horizon problem, consider an arbitrary solution of

equation (5.4.4), X. Then, with u ¼ �R�1BTXx,

Jðx0; u; TÞ ¼ xT0Xx0 � xTðTÞXxðTÞ � xT0KTð0Þx0: ð5:4:10Þ

If we choose in this expression X :¼ K, we infer that

lim
T!1

xTðTÞKxðTÞ ! 0:

So, in particular with u� ¼ �R�1BTKx

Jðx0; u�Þ ¼ lim
T!1

Jðx0; u�; TÞ ¼ lim
T!1

fxT0Kx0 � xTðTÞKxðTÞg ¼ xT0Kx0:

This shows (see equation (5.4.9)) that u� is optimal. On the other hand we immediately

have from equation (5.4.10) that

xT0Xx0 � xT0KTð0Þx0:

Taking the limit for T ! 1 then shows that K is indeed the smallest positive semi-

definite solution of equation (5.4.4).

Finally notice that, if Q > 0, it follows from the cost function that the corresponding

optimal control sequence must stabilize the closed-loop system. So K is then the unique

stabilizing solution of the algebraic Riccati equation (5.4.4) (see Theorem 2.33).

In principle, a similar reasoning holds if the system is detectable. Then it follows from

the cost function that all states that can be observed are (strictly positive quadratically)

penalized and, therefore, we conclude that those states have to converge to zero. On the

other hand, since by the detectability assumption all non-observable states converge to zero

anyway, the conclusion follows that the proposed control stabilizes the closed-loop system.

A formal proof can be found, for example, in Zhou, Doyle and Glover (1996). &

A simple example illustrates the fact that just requiring Q to be semi-positive definite is

not enough to guarantee that the infinite-planning horizon problem will have a stabilizing
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optimal solution as follows. Let R be positive definite and Q ¼ 0. Then for every matrix

A, particularly if A is unstable, the optimal feedback is uð:Þ ¼ 0. So, indeed an optimal

solution always exists, but it does not necessarily stabilize the closed-loop system. This

clearly demonstrates the role played by our assumption to restrict ourselves to the set of

controls stabilizing the closed-loop system. In the Notes and references section at the end

of this chapter we will discuss some theoretical results if this assumption is dropped.

Note

In Section 2.7, Proposition 2.35, it was shown that the stabilizing solution of the algebraic

Riccati equation is also the maximal solution of this equation. So we conclude from

Proposition 5.15 that, in general, the finite-planning horizon solution does not converge to

the stabilizing solution of equation (5.4.4). That is, if one considers the limiting optimal

control sequence implied by the finite-planning horizon problem, this control will (in

general) not solve our optimization problem (5.4.1) and (5.4.2) subject to the constraint

that the state converges to zero if time expands. In fact Proposition 5.15 demonstrates

that the finite-planning horizon solution, with QT ¼ 0, converges to the solution of an

infinite-planning horizon problem in which there are no constraints on the final state. If

ðQ;AÞ is detectable we saw that the corresponding infinite-planning horizon solution

stabilizes the system. So apparantly in that case the minimal semi-positive definite and

maximal solution of the algebraic Riccati equation coincide. Or, stated differently, the

algebraic Riccati equation has a unique semi-positive definite solution under this addi-

tional detectability condition.

A further discussion on this convergence issue is postponed until the next section.

&

Example 5.6

1. Consider the problem to minimize

J :¼
ðT
0

u2ðtÞdt;

subject to the system dynamics

_xxðtÞ ¼ xðtÞ þ uðtÞ; xð0Þ ¼ x0:

For T < 1, the solution is found by solving the differential equation:

_kkðtÞ ¼ �2kðtÞ þ k2ðtÞ; kðTÞ ¼ 0:

Obviously kðtÞ ¼ 0 solves this differential equation. Therefore the optimal control is:

uð:Þ ¼ 0. Next consider the case T ¼ 1. The corresponding algebraic Riccati

equation is

0 ¼ �2k þ k2:

This equation has two non-negative solutions, k1 ¼ 0 and k2 ¼ 2.
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According to Proposition 5.15 the solution of the minimization problem which does

not impose any further assumptions on the final state of the system is then given by

u�ðtÞ ¼ �k1xðtÞ ¼ 0.

The solution of the minimization problem with the additional constraint that the

state xðtÞ must converge to zero, if t ! 1, is (see Theorem 5.14) given by u�ðtÞ ¼
�k2xðtÞ ¼ �2xðtÞ.
Obviously, the solution of the finite-planning horizon problem converges to k1.

2. Consider the next slight modification of the above example. Minimize

J :¼
ðT
0

u2ðtÞdt;

subject to the system dynamics

_xxðtÞ ¼ �xðtÞ þ uðtÞ; xð0Þ ¼ x0:

Notice that now, since the uncontrolled system ‘matrix’ A is stable, the system is now

detectable.

For T < 1, the solution is now obtained by solving the differential equation:

_kkðtÞ ¼ 2kðtÞ þ k2ðtÞ; kðTÞ ¼ 0;

which, again, has the solution kðtÞ ¼ 0.

The corresponding algebraic Riccati equation is:

0 ¼ 2k þ k2:

This equation has only one non negative solution, k1 ¼ 0. So, the solution of both the

problem with and without the constraint that the final state must converge to zero

coincide. The optimal control is in both cases uð:Þ ¼ 0. &

Example 5.7

Reconsider Example 5.2. Using the same notation, consider the following discounted cost

function

min

ð1
0

e�	tf�pC2ðtÞ þ rI2ðtÞgdt;

subject to

_CCðtÞ ¼ ��CðtÞ þ IðtÞ;

where 	 > 0 is the discount factor.

To solve this problem we first rewrite it into our standard framework. That is,

introducing

~CCðtÞ ¼ e�
1
2
	tCðtÞ and ~IIðtÞ ¼ e�

1
2
	tIðtÞ;
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we rewrite the minimization problem as follows

min

ðT
0

f�p~CC2ðtÞ þ r~II2ðtÞgdt;

subject to

_~CC~CCðtÞ ¼ � �þ 1

2
	

� �
~CCðtÞ þ ~IIðtÞ:

So according to Theorem 5.14, with A ¼ � �þ 1
2
	


 �
, B ¼ 1, Q ¼ �p and R ¼ r, this

optimization problem has a solution for which ~CC converges to zero if and only if the

following algebraic Riccati equation has a stabilizing solution

2 �þ 1

2
	

� �
k þ 1

r
k2 þ p ¼ 0: ð5:4:11Þ

Obviously, this quadratic equation has a real solution k only if its discriminant is non-

negative. That is,

D :¼ 4 �þ 1

2
	

� �2

�4
p

r
� 0: ð5:4:12Þ

The second condition which must hold is that the solution of equation (5.4.11) stabilizes

the closed-loop system. It is easily verified that the only appropriate candidate solution

of equation (5.4.11) is

�kk ¼ r

2
�2 �þ 1

2
	

� �
þ

ffiffiffiffi
D

p� 

: ð5:4:13Þ

So the optimization problem has a solution if and only if both (i) D � 0 and (ii)

� �þ 1
2
	


 �
� 1

r
�kk < 0 hold. If a solution exists, the optimal investment policy is IðtÞ ¼

� 1
r
�kkCðtÞ:
Further elaboration of both conditions (i) and (ii) shows that these conditions hold if

and only if �þ 1
2
	


 �2
> p

r
. &

Example 5.8

Consider the following simple macroeconomic multiplier-accelerator model (for example

Turnovsky (1977)).

The aggregate demand of the economy at time t, ZðtÞ, is defined by

ZðtÞ ¼ CðtÞ þ IðtÞ þ GðtÞ ð5:4:14Þ

where CðtÞ denotes consumption, IðtÞ denotes investment and GðtÞ denotes government

expenditure.
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Assume that in disequilibrium product markets adjust as follows

_YYðtÞ ¼ �ðZðtÞ � YðtÞÞ; � > 0 ð5:4:15Þ

where YðtÞ denotes aggregate supply at time t. That is, if demand exceeds supply, pro-

ducers increase supply proportional to the excess demand. If ZðtÞ < YðtÞ, the adjustment

is reversed.

Furthermore assume that consumption is proportional to supply,

CðtÞ ¼ �YðtÞ; 0 < � < 1; ð5:4:16Þ

and investment I satisfies

IðtÞ ¼ _KKðtÞ; ð5:4:17Þ

where KðtÞ is the capital stock. Finally assume that the desired capital stock K�ðtÞ is

proportional to income

K�ðtÞ ¼ �YðtÞ; ð5:4:18Þ

and that the adjustment of capital stock to its desired level is described by

_KKðtÞ ¼ �ðK�ðtÞ � KðtÞÞ: ð5:4:19Þ

Substitution of Z from equation (5.4.14), I from equation (5.4.17), K from equation

(5.4.19) and, finally, K� from equation (5.4.18) into equation (5.4.15) then yields the

following dynamics

_YYðtÞ
_KKðtÞ

� �
¼ 	 ���

�� ��

� �
YðtÞ
KðtÞ

� �
þ �

0

� �
GðtÞ; ð5:4:20Þ

where 	 :¼ �ð� þ �� � 1Þ.
Now assume that equation (5.4.20) also describes the dynamic adjustment of the eco-

nomy if there is an initial disturbance from supply and capital from their long-term equili-

brium values. That is, denoting yðtÞ, kðtÞ and gðtÞ as the deviations of YðtÞ, KðtÞ and GðtÞ
from their long-term equilibrium values, we assume they satisfy

_yyðtÞ
_kkðtÞ

� �
¼ 	 ���

�� ��

� �
yðtÞ
kðtÞ

� �
þ �

0

� �
gðtÞ; yð0Þ ¼ y0; kð0Þ ¼ k0: ð5:4:21Þ

Then, a government policy aimed at minimizing most of the effects of this disturbance

is obtained (in terms of section 5.1 one might think of equation (5.4.21) as being the

linearized system dynamics of the optimally controlled economy) by considering the next

minimization problem

ð1
0

½yðtÞ kðtÞ�Q yðtÞ
kðtÞ

� �
þ Rg2ðtÞdt; ð5:4:22Þ
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where Q is a positive definite matrix and R > 0.

With A :¼ 	 ���
�� ��

� �
and B :¼ �

0

� �

B; AB½ � ¼ � �	
0 ���

� �
:

So the system is controllable and thus, in particular, stabilizable (see Theorem 3.20).

Since, moreover, Q is positive definite we know that this problem has a solution.

The solution is given by

u�ðtÞ ¼ � �

r
0

h i
KxðtÞ;

where K is the stabilizing solution of the algebraic Riccati equation (5.4.4)

Qþ ATX þ XA� XSX ¼ 0:

According to Section 2.7 this solution can be calculated by considering the invariant

subspaces of the matrix

A �S

�Q �AT

� �
:

That is, by studying the eigenstructure of the matrix

	 ��� ��2

r
0

�� �� 0 0

�q11 �q12 �	 ���
�q12 �q22 �� �

2
664

3
775: &

As in the finite-planning horizon case, we also consider the inhomogeneous infinite

horizon linear quadratic control problem. Obviously, not every inhomogeneous function

cð:Þ can be allowed. We will assume that cð:Þ belongs to the class of locally square

integrable functions, Le2;loc which exponentially converge to zero when the time t expands

to infinity. That is, it is assumed that for every cð:Þ there exist strictly positive constants

M and � such that

jcðtÞj � Me��t:

Under this assumption we have the following analogue of Theorem 5.11.

Theorem 5.16

Let cð:Þ 2 Le2;loc: Consider the minimization of the linear quadratic cost function (5.4.1)

subject to the state dynamics

_xxðtÞ ¼ AxðtÞ þ BuðtÞ þ cðtÞ; xð0Þ ¼ x0; ð5:4:23Þ
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and u 2 Usðx0Þ. Then we have the following result.

The linear quadratic problem (5.4.1) and (5.4.23) has a solution for all x0 2 Rn if

and only if the algebraic Riccati equation (5.4.4) has a symmetric stabilizing solution

Kð:Þ. Moreover, if the linear quadratic control problem has a solution, then the optimal

control is

u�ðtÞ ¼ �R�1BTðKx�ðtÞ þ mðtÞÞ:

Here mðtÞ is given by

mðtÞ ¼
ð1
t

e�ðA�SKÞT ðt�sÞKcðsÞds; ð5:4:24Þ

and x�ðtÞ is the solution of the differential equation implied through this optimal control

_xx�ðtÞ ¼ ðA� SKÞx�ðtÞ � SmðtÞ þ cðtÞ; x�ð0Þ ¼ x0:

Proof

‘( part’ This part mimics the proof of Theorem 5.11.

Let K be the stabilizing solution of the algebraic Riccati equation (5.4.4) and mðtÞ as

defined in equation (5.4.24). Next consider the value function

VðtÞ :¼ xTðtÞKxðtÞ þ 2mTðtÞxðtÞ þ nðtÞ;

where

nðtÞ ¼
ð1
t

f�mTðsÞSmðsÞ þ 2mTðsÞcðsÞgds:

Note that _nnðtÞ ¼ mTðtÞSmðtÞ � 2mTðtÞcðtÞ. Substitution of _nn, _xx and _mm (see equations (5.4.23)

and (5.4.24)) into _VV , using the fact that ATK þ KA ¼ �Qþ KSK (see equation (5.4.4)) gives

_VVðtÞ ¼ _xxTðtÞKxðtÞ þ xTðtÞK _xxðtÞ þ 2 _mmTðtÞxðtÞ þ 2mTðtÞ _xxðtÞ þ _nnðtÞ
¼ �xTðtÞQxðtÞ � uTðtÞRuðtÞ þ ½uðtÞ þ R�1BTðKxðtÞ þ mðtÞÞ�TR½uðtÞ
þ R�1BTðKxðtÞ þ mðtÞÞ�:

Since mðtÞ converges exponentially to zero lim
t!1

nðtÞ ¼ 0 too. Since lim
t!1

xðtÞ ¼ 0 too,ð1
0

_VVðsÞds ¼ �Vð0Þ:

Substitution of _VV into this expression and rearranging terms givesð1
0

xTðtÞQxðtÞ þ uTðtÞRuðtÞdt ¼ Vð0Þ

þ
ð1
0

½uþ R�1BTðKxðtÞ þ mðtÞÞ�TR½uþ R�1BTðKxðtÞ þ mðtÞÞ�dt:
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Since Vð0Þ does not depend on uð:Þ and R is positive definite, the proposed result

follows.

Proof

‘) part’ To prove this claim, we can copy the corresponding part of the proof of Theorem

5.11 if we consider the inner product hf ; gi :¼
Ð1
0

f TðsÞgðsÞds on the space Le2;loc. &

It is easily verified from the proof that the above theorem continues to hold if

the assumption cð�Þ�Le2;loc is relaxed to the assumption that jcðtÞj � Me�xt where

x ¼ max 
 ðA� SKÞ. &

Example 5.9

Consider the optimization problem

min
u

ð1
0

f3x2ðtÞ þ u2ðtÞgdt;

subject to the dynamics

_xxðtÞ ¼ xðtÞ þ uðtÞ þ e�t; xð0Þ ¼ 3:

The Riccati equation associated with this problem is

3þ 2k � k2 ¼ 0:

The stabilizing solution of this equation is k ¼ 3.

Therefore, according Theorem 5.16, the minimization problem has a solution. The

optimal control is

u�ðtÞ ¼ �3xðtÞ � mðtÞ;

where

mðtÞ ¼ 3

ð1
t

e2ðt�sÞe�sds ¼ e�t;

and

_xxðtÞ ¼ �2xðtÞ; xð0Þ ¼ 3:

The resulting closed-loop trajectory of the regulated system is 3e�2t. &

5.5 Convergence results

In Proposition 5.15 we saw the interesting phenomenon that the Riccati differential

equation solution Kð0Þ associated with the finite-planning horizon solution of

_KKðtÞ ¼ �ATKðtÞ � KðtÞAþ KðtÞSKðtÞ � Q; KðTÞ ¼ QT ; ðRDEÞ ð5:5:1Þ

Convergence results 209



converges if QT ¼ 0 (under some additional conditions) to the smallest semi-positive

definite solution of the corresponding algebraic Riccati equation

ATX þ XA� XSX þ Q ¼ 0: ðAREÞ ð5:5:2Þ

We will show in this section that this is, in some sense, a somewhat extraordinary case.

That is, if we consider the finite-planning horizon optimization problem with QT different

from zero then, generically, the solution Kð0Þ of the corresponding (RDE) will converge

to the maximal solution of the algebraic Riccati equation (5.5.2) if the planning horizon T

becomes arbitrarily large. The following scalar example illustrates this point.

Example 5.10

Consider the minimization of the scalar cost function

ðT
0

u2ðtÞdt þ qTx
2ðTÞ; ð5:5:3Þ

subject to the scalar differential equation

_xxðtÞ ¼ axðtÞ þ uðtÞ; xð0Þ ¼ x0 and a > 0: ð5:5:4Þ

According to Theorem 5.1 this minimization problem (5.5.3) and (5.5.4) has a solution

if and only if the following Riccati differential equation has a solution

_kkðtÞ ¼ �2akðtÞ þ k2ðtÞ; kðTÞ ¼ qT : ð5:5:5Þ

Since the cost function is at every planning horizon T , as well as bounded from below (by

zero) and bounded from above, it follows that x20kð0Þ is bounded for every T. That is, the

solution kðtÞ does not have a finite escape time, and consequently equation (5.5.5) has a

solution on ½0; T �, for every finite T (one could also use the convexity argument of the

Hamiltonian, as in the proof of Proposition 5.15, to obtain this conclusion). So, for every

planning horizon T our minimization problem (5.5.3), (5.5.4) has a solution, which

is given by

u�ðtÞ ¼ �kðtÞxðtÞ:

Next, consider the corresponding infinite-planning horizon problem

min

ð1
0

u2ðtÞdt; ð5:5:6Þ

subject to equation (5.5.4). According to Proposition 5.15 the solution for this mini-

mization problem is

u�ðtÞ ¼ �xsxðtÞ;
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where xs is the stabilizing solution of

0 ¼ �2axþ x2: ð5:5:7Þ

Simple calculations show that the solutions of equation (5.5.7) are

x ¼ 0 and x ¼ 2a:

Since we assumed that a > 0, it follows that xs ¼ 2a.

Next, we study the convergence properties of the Riccati differential equation (5.5.5).

That is, we study the behavior of kð0Þ if the planning horizon T in this equation becomes

arbitrarily large. To that purpose we first rewrite this terminal value differential equation

(5.5.5) as an initial value differential equation. Introduce the new variable

pðtÞ :¼ kðT � tÞ:

Then

kðtÞ ¼ pðT � tÞ and
dkðtÞ
dt

¼ dpðT � tÞ
dt

¼ � _ppðT � tÞ:

Consequently (with s :¼ T � t), the terminal value problem (5.5.5) has a solution if and

only if the next initial-value problem has a solution

_ppðsÞ ¼ 2apðsÞ � p2ðsÞ; pð0Þ ¼ qT : ð5:5:8Þ

Moreover, since the solution of the minimization problem (5.5.3) and (5.5.4) is given by

u�ðtÞ ¼ pðT � tÞxðtÞ, the solution at time t ¼ 0 is

u�ð0Þ ¼ pðTÞxð0Þ:

So, to analyze the limiting behavior of the optimal control at time t ¼ 0, one can equiv-

alently analyze the dynamic behavior of the initial-value problem (5.5.8). This equation

has the structure

_pp ¼ f ðpÞ; where f ðpÞ ¼ 2ap� p2; ð5:5:9Þ

which we discussed in Chapter 3. This differential equation can be solved either expli-

citly (using the separation of variables technique) or qualitatively. We will do the latter.

To that end, we first look for the equilibrium points of equation (5.5.9). Obviously, they

coincide with the solutions of the algebraic Riccati equation (5.5.7), i.e. p ¼ 0 and

p ¼ 2a.

To determine the local behavior of equation (5.5.9) near the equilibrium points, we

consider the derivative of f ðpÞ at the equilibrium points. Straightforward differentiation of

f gives

f 0ð0Þ ¼ 2a and f
0 ð2aÞ ¼ �2a:

Convergence results 211



Since a > 0, f 0ð0Þ > 0, and thus the equilibrium point p ¼ 0 is unstable. Similarly, one

concludes that p ¼ 2a is a stable equilibrium. So, we obtain the ‘one-dimensional phase

diagram’ shown in Figure 5.1.

Notice that for any qT > 0 the solution will converge towards the maximal and stabi-

lizing solution of the algebraic Riccati equation. Only in the extraordinary case where

qT ¼ 0 does convergence take place towards the minimal solution of the algebraic Riccati

equation (since this is an equilibrium point of the dynamical system). In all other cases,

the solution diverges. &

To study the convergence properties for the finite-planning horizon problem in more

detail, a prerequisite is that this problem has a solution for every T. Or, equivalently (see

Theorem 5.1), the following assumption is valid.

Well-posedness assumption

The Riccati differential equation (5.5.1) has a solution for every T > 0. &

We have seen in Proposition 5.15 that if Q � 0, this assumption is always satisfied if

QT ¼ 0. However, even in case Q � 0, the finite horizon problem does not have a solution

for every QT. We elaborate this point for the scalar case.

Proposition 5.17

Consider the minimization of

ðT
0

fqx2ðtÞ þ ru2ðtÞgdt þ qTx
2ðTÞ;

subject to the scalar differential equation _xxðtÞ ¼ axðtÞ þ buðtÞ, with b 6¼ 0.

Let d :¼ a2 þ qs. Then this minimization problem has a solution, for every T > 0, if

and only if d � 0 and qT > xmin; where xmin ¼ aþ
ffiffi
d

p

s
is the minimal solution of the

algebraic Riccati equation (5.5.2).

Proof

The proof can be given along the lines of the previous example. That is, first, rewrite the

Riccati differential equation relevant to this problem

_kkðtÞ ¼ �2akðtÞ þ sk2ðtÞ � q; kðTÞ ¼ qðTÞ

as an initial value problem (see the derivation of equation (5.5.8)) by introducing pðtÞ :¼
kðT � tÞ. Then our minimization problem has a solution for every T > 0 if and only if

2a0 p

Figure 5.1 Phase diagram for the differential equation (5.5.9)
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the initial value problem

_ppðtÞ ¼ 2apðtÞ � sp2ðtÞ þ q; pð0Þ ¼ qðTÞ ð5:5:10Þ

has a solution pðtÞ on ½0;1Þ.
One can then pursue the same dynamic analysis as in Example 5.10. Similarly it

follows that, if the discriminant, d, of the right-hand side of equation (5.5.10) is

positive, then (5.5.10) has a solution on ½0;1Þ if and only if the above mentioned

conditions hold.

If this discriminant is zero the derivative of 2ap� sp2 þ q becomes zero at the equili-

brium point x ¼ a
s
. In this case the differential equation can be rewritten as

_ppðtÞ ¼ �s pðtÞ � a

s

� 	2

; pð0Þ ¼ qðTÞ: ð5:5:11Þ

The solution of this differential equation (5.5.11) is

pðtÞ ¼ a

s
þ 1

st þ s=ðsqT � aÞ :

So, this differential equation has no finite escape time if and only if t þ 1
sqT�a

remains

positive for all t > 0. Some elementary rewriting then shows that this condition can be

reformulated as in the case d > 0. &

The conclusion in Proposition 5.17 that, in case the scrap matrix QT is larger than or

equal to the minimal solution of the corresponding algebraic Riccati equation, the finite-

planning horizon always has a solution can be generalized to the multivariable case. To

that end we consider a lemma from which this result can easily be derived. The proof

of this lemma is along the lines of Knobloch and Kwakernaak (1985).

Lemma 5.18

Assume GðtÞ is a continuous matrix and VðtÞ is a differentiable symmetric matrix on

some open interval I that satisfies

_VVðtÞ ¼ GTðtÞVðtÞ þ VðtÞGðtÞ: ð5:5:12Þ

Then, if Vðt1Þ � 0ð� 0Þ, for all t 2 I VðtÞ � 0 ð� 0Þ.

Proof

Consider _xxðsÞ ¼ �GðsÞxðsÞ and assume that �ðt; �Þ is a corresponding fundamental

matrix on ð�; tÞ � I (see section 3.1).

Introduce for a fixed �

P� ðtÞ ¼ �Tðt; �ÞVðtÞ�ðt; �Þ: ð5:5:13Þ
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Then,

_PP� ðtÞ ¼ _��Tðt; �ÞVðtÞ�ðt; �Þ þ �Tðt; �Þ _VVðtÞ�ðt; �Þ þ �Tðt; �ÞðtÞVðtÞ _��ðt; �Þ
¼ �Tðt; �ÞðtÞf�GTðtÞVðtÞ þ _VVðtÞ � VðtÞGðtÞg�ðt; �Þ
¼ 0:

So, P� ðtÞ ¼ C; where C is a constant matrix, for all t � � . Since the fundamental matrix

is invertible it follows in particular that, at t ¼ t1,

C ¼ P� ðt1Þ ¼ �Tðt1; �ÞVðt1Þ�ðt1; �Þ � 0:

Therefore,

�Tðt; �ÞVðtÞ�ðt; �Þ � 0; for all t � �:

Using the invertibility of the fundamental matrix again, we conclude that VðtÞ � 0, for all

t � � . Finally, since � was chosen arbitrarily, it follows that VðtÞ � 0 for all t 2 I.

Obviously, the same arguments apply if Vðt1Þ � 0. &

Theorem 5.19

Assume that ðA;BÞ is stabilizable and that the algebraic Riccati equation (5.5.2) has a

minimal solution Xmin. Consider the Riccati differential equation (5.5.1) with QT � Xmin.

Then for all T > 0 this differental equation has a solution on ½0; T�.

Proof

Notice that at least in some small interval ðT � D; T � the solution of equation (5.5.1)

exists. We will show next that, on this time interval, KðtÞ is always larger than Xmin.

Since, obviously3, KðtÞ is also bounded from above independently of T , this shows that

KðtÞ cannot have a finite escape time at t ¼ T � D. That is, the solution also exists at

t ¼ T � D. Without going into mathematical details, basically a repetition of this argu-

ment then shows the result (for example Perko (2001)).

So, consider VðtÞ :¼ KðtÞ � Xmin, where KðtÞ solves equation (5.5.1) and Xmin is the

minimal solution of equation (5.5.2). Then, with GðtÞ :¼ �Aþ 1
2
SK1 þ 1

2
SK2,

_VVðtÞ ¼ VðtÞGðtÞ þ GTðtÞVðtÞ:

Since VðTÞ � 0 by Lemma 5.18 VðtÞ � 0 for all t 2 ðT � D; T �. &

It is tempting to believe that under the conditions of Theorem 5.19 the finite-planning

horizon problem will always converge. However, for the non-scalar case this guess is

not correct. Oscillatary behavior may occur as the next example, presented by Callier and

Willems (1981), illustrates.

3Choose u ¼ Fx, where F is a stabilizing control, in the corresponding cost function.
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Example 5.11

Consider the minimization of

ðT
0

uTðtÞuðtÞdt þ xTðTÞ 1 0

0 0

� �
xðTÞ

subject to the differential equation

_xxðtÞ ¼ 1 1

�1 1

� �
xðtÞ þ uðtÞ; xð0Þ ¼ x0:

The solution of the corresponding Riccati differential equation (5.5.1) is

KðtÞ ¼ 2

1þ e2ðt�TÞ
cos2ðt � TÞ � sinðt � TÞ cosðt � TÞ

� sinðt � TÞ cosðt � TÞ sin2ðt � TÞ

� �
:

Hence, for this example, the solution of the Riccati differential equation (5.5.1) at t ¼ 0

remains oscillatory if T becomes arbitrarily large.

Notice that X0 ¼
0 0

0 0

� �
solves the corresponding algebraic Riccati equation (5.5.2)

and that QT � X0. Therefore, QT � Xmin too. &

As we saw in Chapter 2, one way to find the solution(s) of the algebraic Riccati equation

is by determining the invariant subspaces of the corresponding Hamiltonian matrix

H ¼ A �S

�Q �AT

� �
: ð5:5:14Þ

Corollary 5.13 showed that this matrix H also determines the solvability of the Riccati

differential equation

_KKðtÞ ¼ �ATKðtÞ � KðtÞAþ KðtÞSKðtÞ � Q: ð5:5:15Þ

In fact, this relationship can also be obtained more directly if one uses Pontryagin’s

maximum principle to solve the minimization problem (5.2.1) and (5.2.2). This approach

will be elaborated in Chapter 7 for the non-cooperative open-loop game. Using that

setting one can rather straightforwardly analyze the convergence issue. Since that analysis

can be copied for the ‘one-player’ case it is, therefore, omitted here. We will confine

ourselves to just stating the basic convergence result here for this ‘one-player’ case.

In this convergence result, the so-called dichotomic separability of matrix H plays a

crucial role. To introduce this notion consider the next ordering, <c, of complex numbers.

Two complex numbers w :¼ x1 þ y1i and z :¼ x2 þ y2i are ordered as: w <c z if x1 < x2;

and they have the same order, w ¼c z, if their real parts coincide. Then, if we consider

the eigenvalues of matrix H and rank them (taking the multiplicities into account) in

increasing order we call the spectrum of H separable if the order of the nth and

ðnþ 1Þth eigenvalue differs.
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Example 5.12

Assume the eigenvalues of H are as follows.

1. 
ðHÞ ¼ f2; 1;�2;�1g. Then, the order of the eigenvalues is �2 <c �1 <c 1 <c 2.

Since �1 <c 1, the spectrum of H is separable.

2. 
ðHÞ ¼ f1; 1;�1;�1g. Then, the order of the eigenvalues is �1 ¼c �1 <c 1 ¼c 1.

Since �1 <c 1, the spectrum of H is separable.

3. 
ðHÞ ¼ f1; 0;�1; 0g. Then, the order of the eigenvalues is �1 <c 0 ¼c 0 <c 1. Then,

the spectrum of H is not separable.

4. 
ðHÞ ¼ f1þ i; 1� i;�1þ i;�1� ig. Then, the order of the eigenvalues is �1þ i ¼
c � 1� i <c 1þ i ¼c 1� i. Since �1� i <c 1þ i, the spectrum of H is separable.

5. 
ðHÞ ¼ f1; i;�i;�1g. Then, the order of the eigenvalues is �1 <c �i ¼c i <c 1.

Since �i ¼c i, the spectrum of H is not separable. &

Notice that separability of the spectrum of matrix H implies that H has an n-dimensional

invariant subspace corresponding to the n smallest eigenvalues (counting multiplicities)

of H. If this subspace satisfies some additional property, outlined in the next definition,

matrix H is called dichotomically separable.

Definition 5.1

Matrix H ¼ A �S

�Q �AT

� �
is called dichotomically separable if there exist two

H-invariant n-dimensional subspaces V1 and V2 such that V1 
 V2 ¼ R2n,4 and

V1 
 Im
0

I

� �
¼ R2n:

Here 0; I 2 Rn	n are the zero and identity matrix, respectively. Moreover, V1 and V2

should be such that Re � < Re � for all � 2 
ðHjV1Þ; � 2 
ðHjV1Þ: &

Example 5.13

Consider the following cases.

1. H ¼ diagf�2;�1; 2; 1g. With V1 ¼ Im
I

0

� �
and V2 ¼ Im

0

I

� �
, it is clear that H

is dichotomically separable.

2. H ¼ diagf2; 1;�2;�1g. With E1 ¼ Im
0

I

� �
, the stable invariant subspace, and E2 ¼

Im
I

0

� �
, the unstable invariant subspace, it is clear that we can never find an

4A subspace V is called the direct sum of two subspaces V1 and V2, denoted by V ¼
V1 
 V2; if V1 \ V2 ¼ f0g and for all v 2 V there are vi 2 Vi; i ¼ 1; 2; such that v ¼ v1 þ v2:
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appropriate subspace V1 and V2 satisfying the constraint that V1 
 Im
0

I

� �
¼ R2n: So,

H is not dichotomically separable. &

The main theorem of this section on convergence now follows. Its proof is along the

lines of the corresponding result presented for open-loop games in Chapter 7.

Theorem 5.20

Assume that the well-posedness assumption holds. Then, if the Hamiltonian matrix H is

dichotomically separable and (with the notation of Definition 5.1)

Span
I

QT

� �

 V2 ¼ R2n; ð5:5:16Þ

the solution of the Riccati differential equation (5.5.1) at t ¼ 0 converges to the

stabilizing solution of the algebraic Riccati equation (5.5.2) if the planning horizon T

becomes arbitrarily large. &

Example 5.14

1. Consider the minimization of

ðT
0

u2ðtÞdt þ xTðTÞxðTÞ;

subject to the dynamics

_xxðtÞ ¼ �2 0

0 �1

� �
þ 1

1

� �
uðtÞ; xð0Þ ¼ x0:

Then, one solution of the algebraic Riccati equation corresponding to this problem

is X ¼ 0. Since QT ¼ I > 0 � Xmin, by Theorem 5.19 the well-posedness assumption

holds.

Furthermore it is easily verified that the eigenvalues of the with this problem

corresponding Hamiltonian matrix H are f�2;�1; 2; 1g. Eigenvectors corresponding
with these eigenvalues are

v1 ¼

1

0

0

0

2
664

3
775; v2 ¼

0

1

0

0

2
664

3
775; v3 ¼

3

4

12

0

2
664

3
775 and v4 ¼

2

3

0

6

2
664

3
775; respectively:

So, with V1 :¼ Im v1 v2½ � and V2 :¼ Im v3 v4½ � it is easily verified that the Hamiltonian

matrix H is dichotomically separable and that Span
I

I

� �

 V2 ¼ R2n. Therefore, all
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conditions in Theorem 5.20 are met and we conclude that the finite-planning horizon

solution converges to the stabilizing solution of the infinite-planning horizon problem.

2. Reconsider the problem

min

ðT
0

u2ðtÞdt

subject to the dynamics

_xxðtÞ ¼ xðtÞ þ uðtÞ; xð0Þ ¼ x0:

In Example 5.6, part 1, we showed that this problem always has a solution and that the

solution of the associated Riccati differential equation converges to the non-stabilizing

smallest positive semi-definite solution of the corresponding algebraic Riccati equa-

tion. Here, we would like to see which condition(s) in Theorem 5.20 are violated in

this example. Here,

H ¼ 1 �1

0 �1

� �
:

So, the eigenvalues of H are f�1; 1g. Eigenvectors corresponding with these eigen-

values are

v1 ¼
1

2

� �
and v2 ¼

1

0

� �
;

respectively. With V1 :¼ Im½v1� and V2 :¼ Im½v2� it is then easily verified that H is

dichotomically separable.

Next we consider condition (5.5.16). We have

Span
I

QT

� �

 V2 ¼ Span

I

0

� �

 Span

I

0

� �
;

which clearly differs from R2. So, this condition is the only one that is violated in

Theorem 5.20. &

5.6 Notes and references

For this chapter in particular the book by Clements and Anderson (1978) and the papers

by Molinari (1975, 1977) and van den Broek Engwerda and Schumacher (2003c) have

been consulted. More details on related subjects and references can be found in these

references and, for example, Anderson and Moore (1989), Kwakernaak and Sivan (1972),

Zhou, Doyle and Glover (1996) and Trentelman, Stoorvogel and Hautus (2001).

Furthermore, a complete survey of the phase portrait of the Riccati differential equation

if Q is semi-positive definite can be found in Shayman (1986).
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Various extensions of the (in)finite horizon regular linear quadratic control problem

have been studied in literature. Often a distinction is made between two versions of the

problem, the fixed-endpoint version (xðTÞ fixed) and the free-endpoint version (xðTÞ
free). The theory presented here for the infinite horizon case belongs to the fixed-endpoint

version, whereas the finite horizon theory belongs to the free-endpoint case. For the fixed-

endpoint finite horizon case one can consult Jacobson (1971, 1977). For the fixed-

endpoint infinite horizon problem a rather complete solution has been provided by

Willems (1971). He showed, under a controllability assumption, that this problem has an

infimum if and only if the algebraic Riccati equation (5.4.4) has a solution. Moreover, he

showed that this infimum is attained if and only if equation (5.4.4) has a stabilizing

solution (see Note 1 following Example 5.5). Trentelman (1989) considered the free-

endpoint infinite horizon problem. He showed that this problem has a solution whenever

the algebraic Riccati equation (5.4.4) has a negative semi-definite solution. Moreover,

under this assumption he provides a both necessary and sufficient condition for the

existence of an optimal control that attains the infimum. This control is, in general,

obtained using a combination of the smallest and largest solution of (5.4.4). In Soethoudt

and Trentelman (1989) the fixed- and free-endpoint problems and infinite horizon

problems are combined by restricting the set of feasible controls to those for which the

distance between the implied state and a predefined subspace L becomes zero.

Other generalizations of this problem that have been studied in literature are, for

example, the case where matrix R is just assumed to be positive semi-definite (the

‘singular’ problem) and the case where the dynamics of the system are not only described

by a set of linear differential equations but the states are additionally subject to linear

equality constraints (the ‘descriptor’ problem) (for example Geerts (1989) and Mehrmann

(1991)). Furthermore, the linear quadratic problem has been studied for systems where

the evolution of the state is described by partial differential equations (the ‘infinite

dimensional’ problem) (for example Grabowski (1993) who showed, under a stabiliz-

ability and detectability assumption on the system, that the corresponding regular infinite-

horizon linear quadratic control problem has a unique solution.)

5.7 Exercises

1. Verify which of the following minimization problems has a solution for every initial

state x0. Calculate, if possible, the optimal control and cost.

(a) min
uð:Þ

ð1
0

f�2x2ðtÞ þ 1

2
u2ðtÞgdt � 5

4
x2ð1Þ subject to _xxðtÞ ¼ �2xðtÞ þ uðtÞ; xð0Þ ¼ x0:

(b) min
uð:Þ

ð1
0

f2x2ðtÞ þ u2ðtÞgdt subject to _xxðtÞ ¼ 1
2
xðtÞ þ uðtÞ; xð0Þ ¼ x0:

(c) min
uð:Þ

ð1
0

f�2x2ðtÞ þ 1

2
u2ðtÞgdt � 2x2ð1Þ subject to _xxðtÞ ¼ �2xðtÞ þ uðtÞ; xð0Þ ¼ x0:

(d) min
uð:Þ

ð�
4

0

f�2x2ðtÞ þ u2ðtÞgdt þ 2x2
�

4

� 	
subject to _xxðtÞ ¼ xðtÞ þ uðtÞ; xð0Þ ¼ x0:
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(e) min
uð:Þ

ð4
0

fx2ðtÞ � u2ðtÞgdt þ 2x2ð4Þ subject to _xxðtÞ ¼ xðtÞ þ uðtÞ; xð0Þ ¼ x0:

(Hint: consider uðtÞ ¼ �xðtÞ.)

(f) min
uð:Þ

ðT
0

f�x2ðtÞ þ u2ðtÞgdt subject to _xxðtÞ ¼ �xðtÞ þ uðtÞ; xð0Þ ¼ x0:

(g) min
uð:Þ

ðT
0

f�x2ðtÞ þ u2ðtÞgdt � x2ðTÞ subject to _xxðtÞ ¼ �xðtÞ þ uðtÞ; xð0Þ ¼ x0:

2. Consider the minimization of

Jðx0; uÞ :¼
ð�

2

0

f�x2ðtÞ þ u2ðtÞgdt subject to _xxðtÞ ¼ uðtÞ; xð0Þ ¼ x0:

(a) Show that if x0 6¼ 0 this problem has no solution.

(Hint: rewrite the integrand as Jð�Þ :¼
Ð �

2��
0

f�x2ðtÞ þ u2ðtÞgdt þ
Ð �

2
�
2
��f�x2ðtÞþ

u2ðtÞgdt (where � > 0) and use for the time interval 0; �
2
� �

� �
the implied optimal

control of the optimization problem if the planning period is restricted to this time

interval; and for the time interval �
2
� �; �

2

� �
, uð:Þ ¼ 0. Next, analyze Jð�Þ if � ! 0.)

(b) Next consider x0 ¼ 0. Show that Jð0; uÞ � 0 for all uð:Þ. Conclude that minuð:Þ
Jð0; uÞ exists. Determine the optimal control.

(Hint: notice that J ¼
Ð �

2

0
f�x2ðtÞ þ _xx2ðtÞgdt where (assuming that uð:Þ is piece-

wise continuous) xð:Þ is continuous. Next make a Fourier series expansion of xðtÞ
and determine J.)

3. Consider the optimal control problem

min
uð:Þ

ðT
0

f�9x2ðtÞ þ u2ðtÞgdt� 7

2
x2ðTÞ subject to _xxðtÞ ¼ �3xðtÞ þ uðtÞ þ et; xð0Þ ¼ 2:

ð5:7:1Þ

(a) Let T ¼ 1. Determine the optimal control and cost of this optimization problem.

(b) Determine all T > 0 for which the optimal control problem (5.7.1) has a solution

for all initial states x0.

4. Show that if Qi � 0 and QiT � 0; i ¼ 1; 2; in the finite-planning horizon regulator

problem, this problem always has a unique solution. (Hint: notice that the cost is

always bounded from below by zero.)

5. Tracking problem: a continuous differentiable reference trajectory, x�ðtÞ, is given

which one likes to track with xðtÞ on the time interval ½0; T �. The dynamics of xðtÞ are
described by

_xxðtÞ ¼ AxðtÞ þ BuðtÞ; xð0Þ ¼ x0:
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The problem is modeled as follows

min
u

ðT
0

fðxðtÞ � x�ðtÞÞTQðxðtÞ � x�ðtÞÞ þ uTðtÞRuðtÞgdt;

where Q and R are positive definite matrices.

(a) Show that this tracking problem has a unique solution. Determine this solution.

(Hint: rewrite the problem into the standard framework by introducing the new

state variable ~xxðtÞ :¼ xðtÞ � x�ðtÞ.)

(b) Consider the problem with T ¼ 1. Formulate conditions under which this prob-

lem has a solution. Give the corresponding optimal control provided your condi-

tions are satisfied.

6. Assume that ‘with Q; QT symmetric and R > 0’

ðT
t

xTðsÞQxðsÞ þ uTðsÞRuðsÞ
� �

dsþ xTðTÞQTxðTÞ subject to

_xxðsÞ ¼ AxðsÞ þ BuðsÞ; xð0Þ ¼ x0;

has a minimum J�ðt; x0Þ ¼ xT0PðtÞx0 for all x0, for all t 2 ½0; T �. Here Pð:Þ is a bounded
matrix on ½0; T�. Assume that with xð0Þ ¼ x0 the minimum is attained for the bounded

function u�x0ð:Þ and the corresponding optimal state trajectory is x�ð:Þ.

(a) Show that
@J�ðt;xÞ

@x exists for t 2 ½0; T �.

(b) Let Dx :¼ x�ðt þ DtÞ � x0. Show that J�ðt; x0Þ � J�ðt þ D; x0Þ equals

ðtþDt

t

fx�T ðsÞQx�ðsÞ þ u�
T

x0
ðsÞRu�x0ðsÞgdsþ 2ðDxÞTPðtþDtÞx0 þ ðDxÞTPðtþDtÞDx:

(c) Show that Dx ¼ eADtx0 þ
Ð tþDt
t

eAðtþDt�sÞBu�x0ðsÞds:

(d) Show that lim
Dt!0

J�ðt þ Dt; x0Þ � J�ðt; x0Þ ¼ 0:

(e) Show that
@J�ðt;xÞ

@x is a continuous function.

(f) Use item (b) to show that

lim
Dt!0

J�ðt þ Dt; x0Þ � J�ðt; x0Þ
Dt

¼ xT0Qx0 þ u�
T

x0
ðtÞRu�x0 þ 2 _xxTðtÞPðtÞx0:

Conclude that
@J�ðt;xÞ

@t exists.

(g) Use the dynamic programming theorem to show that, under the above mentioned

assumptions, the Riccati differential equation (5.2.3) has a solution on ½0; T �.

7. Show the correctness of Corollary 5.7, item 2. (Hint: notice that the optimal strategy is

a linear feedback strategy.)
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8. Verify, either numerically (by using, for example, MATLAB) or by hand, which of the

following minimization problems has a solution for every initial state x0. To that end

first calculate the eigenstructure of matrix

H :¼ A �S

�Q �AT

� �
:

Also calculate, if possible, the optimal control and cost.

(a) min
uð:Þ

ð1
0

fxTðtÞ 3 1

1 4

� �
xðtÞ þ u2ðtÞgdt subject to _xxðtÞ ¼ 1 0

0 �1

� �
xðtÞ þ 1

0

� �
uðtÞ:

(b) min
uð:Þ

ð2
0

fxTðtÞ �4 1

1 4

� �
xðtÞ þ u2ðtÞgdt þ xTð2Þ 1 0

0 1

� �
xð2Þ subject to

_xxðtÞ ¼ 1 0

0 �1

� �
xðtÞ þ 1

0

� �
uðtÞ:

(c) min
uð:Þ

ð2
0

fxTðtÞ 2 0

0 1

� �
xðtÞ þ u2ðtÞgdt subject to _xxðtÞ ¼ 1 0

1 1

� �
xðtÞ þ 1

0

� �
uðtÞ:

9. Verify which of the following minimization problems, subject to the constraint that

xðtÞ ! 0 if t ! 1, has a solution for every initial state x0. Calculate, if possible, the

optimal control and cost.

(a) min
uð:Þ

ð1
0

f2x2ðtÞ þ u2ðtÞgdt subject to _xxðtÞ ¼ 1
2
xðtÞ þ uðtÞ; xð0Þ ¼ x0:

(b) min
uð:Þ

ð1
0

f�x2ðtÞ þ u2ðtÞgdt subject to _xxðtÞ ¼ �2xðtÞ þ uðtÞ; xð0Þ ¼ x0:

(c) min
uð:Þ

ð1
0

f�2x2ðtÞ þ 1

2
u2ðtÞgdt subject to _xxðtÞ ¼ �2xðtÞ þ uðtÞ xð0Þ ¼ x0:

(d) min
uð:Þ

ð1
0

f�2x2ðtÞ þ u2ðtÞgdt subject to _xxðtÞ ¼ xðtÞ þ uðtÞ; xð0Þ ¼ x0:

(e) min
uð:Þ

ð1
0

fx2ðtÞ � u2ðtÞgdt subject to _xxðtÞ ¼ xðtÞ þ uðtÞ; xð0Þ ¼ x0:

(Hint: consider uðtÞ ¼ �xðtÞ.)

10. Verify, either numerically (by using, for example, MATLAB) or by hand, which of

the next minimization problems, subject to the constraint that xðtÞ ! 0 if t ! 1, has

a solution for every initial state x0. To that end first calculate the eigenstructure of

matrix

H :¼ A �S

�Q �AT

� �
:

Also calculate, if possible, the optimal control and cost.

(a) min
uð:Þ

ð1
0

fxTðtÞ 3 1

1 4

� �
xðtÞ þ u2ðtÞgdt subject to _xxðtÞ ¼ 1 0

0 �1

� �
xðtÞ þ 1

0

� �
uðtÞ:
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(b) min
uð:Þ

ð1
0

fxTðtÞ �4 1

1 4

� �
xðtÞ þ u2ðtÞgdt subject to _xxðtÞ ¼ 1 0

0 �1

� �
xðtÞþ 1

0

� �
uðtÞ:

(c) min
uð:Þ

ð1
0

fxTðtÞ 2 0

0 1

� �
xðtÞ þ u2ðtÞgdt subject to _xxðtÞ ¼ 1 0

1 1

� �
xðtÞ þ 1

0

� �
uðtÞ:

11. In this exercise we show that, if ðA;BÞ is stabilizable and the linear quadratic control

problem (5.4.1), (5.4.2) has a minimum u 2 Ure for each x0, the algebraic Riccati

equation (5.4.4) has a symmetric stabilizing solution K. To that end we consider the

optimization problem

Jðt; x0; uÞ : ¼
ð1
t

xTðsÞQxðsÞ þ uTðsÞRuðsÞ
� �

ds subject to

_xxðsÞ ¼ AxðsÞ þ BuðsÞ; xðtÞ ¼ x0: ð5:7:2Þ

Furthermore, let u�ð:Þ be the argument that minimizes Jð0; x0; uÞ and J� be the

corresponding minimal cost.

(a) Show that J� ¼ xT0Kð0Þx0 for some symmetric matrix Kð0Þ.
(b) Show that for all x0 2 Rn inf

u2Ure

Jðt; x0; uÞ exists and equals xT0KðtÞx0.
(c) Show that KðtÞ ¼ Kð0Þ for all t (Hint: see Exercise 5.20.).

(d) Show that the conditions for using the dynamic programming theorem are

satisfied.

(e) Show, using the Hamilton–Jacobi–Bellman equation (4.4.12), that K satisfies the

algebraic Riccati equation (5.4.4).

(f) Conclude that K is a stabilizing solution of equation (5.4.4).

12. Consider for u 2 Ure the optimization problem

Jðx0; u; TÞ :¼
ðT
0

�x2ðsÞ þ u2ðsÞds subject to _xxðsÞ ¼ �xðsÞ þ uðsÞ; xð0Þ ¼ x0;

(Trentelman, 1989).

(a) Show that Jðx0; u; TÞ ¼
Ð T
0
ðxðsÞ � uðsÞÞ2dsþ x2ðTÞ � x20.

(b) Show that Jðx0; u;1Þ � �x20.

(c) Show that the algebraic Riccati equation corresponding to this problem has no

stabilizing solution.

(d) Show that min
u2Ure

Jð0; u;1Þ ¼ 0.

(e) Show that with u�ðsÞ ¼ ð1� �ÞxðsÞ, Jðx0; u�;1Þ ¼ �x20 þ �
2
x20.

(f) Show that inf
u2Ure

Jðx0; u;1Þ ¼ �x20:

(g) Show that for all x0 6¼ 0 min
u2Ure

Jðx0; u;1Þ does not exist.
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5.8 Appendix

Proof of Lemma 5.2

By taking x ¼ y ¼ 0, x ¼ 0 and x ¼ y, respectively, in the definition (5.2.8) of V we

immediately see that

Vð0Þ ¼ 0;Vð�xÞ ¼ VðxÞ; and Vð2xÞ ¼ 4VðxÞ:

From which it follows that Wðx; xÞ ¼ Vð2xÞ ¼ 4VðxÞ. We next show that Wðx; yÞ is a

bilinear form, that is, W is linear in each of its arguments when the other is held fixed, i.e.

Wð�1x1 þ �2x2; yÞ ¼ �1Wðx1; yÞ þ �2Wðx2; yÞ
Wðx; �1y1 þ �2y2Þ ¼ �1Wðx; y1Þ þ �2Wðx; y2Þ:

It is well-known (for example Greub (1967)) that if a function W is a bilinear form on R,

then there exists a matrix P such that Wðx; yÞ ¼ xTPy. Since VðxÞ ¼ 1
4
Wðx; xÞ it is

obvious then that VðxÞ is a quadratic form. Notice that Wðx; yÞ ¼ Wðy; xÞ. Therefore it

is enough to show that Wðx; yÞ is linear in its first argument for y fixed. We first show that

Wðx1 þ x2; yÞ ¼ Wðx1; yÞ þWðx2; yÞ: ð5:8:1Þ

From the definition and the parallelogram identity (see equation (5.2.8))

Vðxþ yÞ þ Vðx� yÞ ¼ 2fVðxÞ þ VðyÞg; for all x; y;

it follows that

2fWðx1; yÞ þWðx2; yÞg ¼ 2fVðx1 þ yÞ � Vðx1 � yÞ þ Vðx2 þ yÞ � Vðx2 � yÞg
¼ fVðx1 þ x2 þ 2yÞ þ Vðx1 � x2Þg � fVðx1 þ x2 � 2yÞ
þ Vðx1 � x2Þg ¼ Wðx1 þ x2; 2yÞ ð5:8:2Þ

Taking x2 ¼ 0 in the above equality shows that

2Wðx1; yÞ ¼ Wðx1; 2yÞ; for all x1:

So, substituting x1 þ x2 in this expression for x1 yields the equality

2Wðx1 þ x2; yÞ ¼ Wðx1 þ x2; 2yÞ:

Using this, we conclude from equation (5.8.2) that

2fWðx1; yÞ þWðx2; yÞg ¼ Wðx1 þ x2; 2yÞ ¼ 2Wðx1 þ x2; yÞ:

That is, equation (5.8.1) holds.

Next we show that

Wð�x; yÞ ¼ �Wðx; yÞ: ð5:8:3Þ
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To that end first note that Wð0; yÞ ¼ 0 and Wð�x; yÞ ¼ �Wðx; yÞ. Using induction on

equation (5.8.1) shows that

Wðnx; yÞ ¼ nWðx; yÞ for all integers n:

Using this property twice, one then obtains that, for arbitrary integers m; n (m 6¼ 0),

mW
n

m
x; y

� 	
¼ Wðnx; yÞ ¼ nWðx; yÞ:

From this it is obvious that equation (5.8.3) holds for all rational numbers �. This linearity
property then also holds for an arbitrary real number � following from our continuity

assumption on Wð�x; yÞ at � ¼ 0. For, let � 2 R. Then there exists a sequence of rational

numbers rn such that lim
n!1

rn ¼ �. So, the sequence �n :¼ �� rn converges to zero when

n ! 1. From equation (5.8.1), and the fact that equation (5.8.3) holds for all rational

numbers, we then have

Wð�x; yÞ ¼ Wðrnxþ �nx; yÞ
¼ Wðrnx; yÞ þWð�nx; yÞ
¼ rnWðx; yÞ þWð�nx; yÞ:

Therefore, invoking our continuity property, we conclude that

Wð�x; yÞ ¼ lim
n!1

rnWðx; yÞ þWð�nx; yÞ

¼ �Wðx; yÞ þWð lim
n!1

�nx; yÞ

¼ �Wðx; yÞ þWð0; yÞ
¼ �Wðx; yÞ: &

Lemma 5.21

The following identities hold

1

2
fJðt; 2x0ðtÞ; u0 þ u1Þ þ Jðt; 2x1ðtÞ; u0 � u1Þg ¼ Jðt; ðx0 þ x1ÞðtÞ; u0Þ

þ Jðt; ðx0 � x1ÞðtÞ; u1Þ; ð5:8:4Þ
1

2
fJðt; ðx0 þ x1ÞðtÞ; u0 þ u1Þ þ Jðt; ðx0 � x1ÞðtÞ; u0 � u1Þg ¼ Jðt; x0ðtÞ; u0Þ

þ Jðt; x1ðtÞ; u1Þ: ð5:8:5Þ

Proof

According to the variation-of-constants formula, see equation (3.1.5),

xðs; x0ðtÞ; uÞ ¼ eAðs�tÞx0ðtÞ þ
ðs
t

eAðs��ÞBuð�Þd�:
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So, introducing viðsÞ :¼ eAðs�tÞxiðtÞ and wiðsÞ :¼
Ð s
t
eAðs��ÞBuið�Þd�; i ¼ 0; 1,

xðs; 2x0ðtÞ; u0 þ u1Þ ¼ 2v0ðsÞ þ w0ðsÞ þ w1ðsÞ;
xðs; 2x1ðtÞ; u0 � u1Þ ¼ 2v1ðsÞ þ w0ðsÞ � w1ðsÞ;
xðs; ðx0 þ x1ÞðtÞ; u0Þ ¼ v0ðsÞ þ v1ðsÞ þ w0ðsÞ;
xðs; ðx0 � x1ÞðtÞ; u1Þ ¼ v0ðsÞ � v1ðsÞ þ w1ðsÞ:

Substitution of this into the cost function J (see equation (5.2.1)) and comparing the terms

on both sides of the equality sign in equation (5.8.4) then shows the correctness of this

statement.

Similarly one obtains

xðs; ðx0 þ x1ÞðtÞ; u0 þ u1Þ ¼ v0ðsÞ þ v1ðsÞ þ w0ðsÞ þ w1ðsÞ;
xðs; ðx0 � x1ÞðtÞ; u0 � u1Þ ¼ v0ðsÞ � v1ðsÞ þ w0ðsÞ � w1ðsÞ;

xðs; x0ðtÞ; u0Þ ¼ v0ðsÞ þ w0ðsÞ;
xðs; x1ðtÞ; u1Þ ¼ v1ðsÞ þ w1ðsÞ:

Using the same arguments as above then shows the correctness of equation (5.8.5). &

Proof of Theorem 5.11, item 1 ‘) part’

To prove this part of the theorem we use a functional analysis approach (see, for example,

Luenberger (1969) for an introduction into this theory). Define the linear mappings

(operators)

P : x 7! eAtx;

L : u 7!
ðt
t0

eAðt�sÞBuðsÞds and

D : c 7!
ðt
t0

eAðt�sÞcðsÞds:

Then the state trajectory x becomes

x ¼ Pðx0Þ þ LðuÞ þ DðcÞ: ð5:8:6Þ

Consider the inner product hf ; gi :¼
Ð T
t0
f TðsÞgðsÞdsþ f TðTÞgðTÞ, on the set Hn

2

of all square integrable state functions from ½t0; T � into Rn and the inner product

hu; vi :¼
Ð T
t0
uTðsÞvðsÞds on the set Lm2 of all square integrable control functions.

Introducing

�QQðtÞ :¼ Q if t 2 ½t0; TÞ and

QT if t ¼ T

�
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the cost function J can be rewritten as

Jðt0; x0; u; cÞ ¼ hPðx0Þ þ LðuÞ þ DðcÞ; �QQðPðx0Þ þ LðuÞ þ DðcÞÞiHn
2
þ hu;RuiLm

2

¼ hu; ðL� �QQL þ RÞðuÞiLm
2
þ 2hu;L� �QQðPðx0Þ þ DðcÞÞiLm

2

þ hPðx0Þ þ DðcÞ; �QQðPðx0Þ þ DðcÞÞiHn
2
:

Here L� denotes the adjoint operator of L, that is the unique linear operator that has the
property that for all x; y, hLðxÞ; yi ¼ hx;L�ðyÞi.
The proof of this part of the theorem basically follows from the following lemma.

Lemma 5.22

LetH be an arbitrary Hilbert space5 with some inner product h:; :i; u; v 2H; T :H 7!H a

self-adjoint operator6 and � 2 R. Consider the functional

hu; T ðuÞi þ 2hu; vi þ �: ð5:8:7Þ

Then,

1. a necessary condition for equation (5.8.7) to have a minimum is that the operator T is

positive semi-definite7.

2. (5.8.7) has a unique minimum if and only if the operator T is positive definite. In this

case the minimum is achieved at u� ¼ �T �1v.

Proof

We follow the proof as outlined in Kun (2001).

Consider the scalar function defined by

f ð�Þ :¼ h�~uu; T ð�~uuÞi þ 2h�~uu; vi þ � ¼ �2h~uu; T ð~uuÞi þ 2�h~uu; vi þ �: ð5:8:8Þ

This is a real quadratic polynomial. Now, assume that there exists a ~uu 2 H with

h~uu; T ð~uuÞi < 0: Then, by choosing u ¼ �~uu, the value of equation (5.8.7) can be made

arbitrarily small by choosing � large. So, it is obvious that under these assumptions

equation (5.8.7) does not have a minimum. So, if equation (5.8.7) has a minimum, then

necessarily for all u 2 H hu; T ðuÞi � 0:

5A Hilbert space Ho is a vector space with an inner product h:; :i defined on it. The norm of a
vector x 2 Ho, kxk, is then defined by kxk :¼ hx; xi1=2. Moreover, it is assumed that within this
space the next property holds (‘Ho is complete’): if xn is a sequence of vectors in Ho having the
property that kxs � xtk converges to zero if s; t become arbitrarily large, then xn converges to a
vector x 2 Ho. Examples of Hilbert spaces are Rn, with the usual inner product < x; y >¼ xTy, and
Ln2 the set of all square integrable functions defined on an interval I � R with the inner product
hf ; gi ¼

Ð
I
f TðtÞgðtÞdt.

6T is called self-adjoint if T � ¼ T .
7T is called positive semi-definite if hu; T ðuÞi > ð�Þ0 for all u 2 H.
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Next, suppose that there exists a ~uu 2 H with h~uu; T ð~uuÞi ¼ 0. Then f ð�Þ defined by

equation (5.8.8) is either linear or constant. Hence equation (5.8.7) cannot have a unique

minimum. Thus, in order to have a unique minimum, for all u 2 H we must have that

hu; T ðuÞi > 0: Or, stated differently, the operator T must be positive definite. However, if

T is positive definite, it is in particular invertible. A simple completion of squares yields

then that equation (5.8.7) can be rewritten as

huþ T �1ðvÞ; T ðuþ T �1ðvÞÞi � hT �1ðvÞ; vi þ �:

Since T is positive definite, it is clear that this function achieves a unique minimum by

choosing u ¼ �T �1v. From this the statements of the lemma are now obvious. &

From item 2 of this lemma it now follows immediately that Jðt0; x0; u; cÞ has a unique

minimum for an arbitrary choice of x0 if and only if the operator T :¼ L� �QQL þ R is

positive definite. However, this implies that Jðt0; x0; u; 0Þ also has a unique minimum for

an arbitrary choice of x0. According to Theorem 5.1 this implies that the Riccati equation

(5.2.3) has a solution. &
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6

Cooperative games

In the rest of this book we deal with the situation where there is more than one player.

Each of these, N, players has a quadratic cost function (6.0.9) he/she wants to minimize

Ji ¼
ðT
0

fxTðtÞQixðtÞ þ uTi ðtÞRiuiðtÞgdt þ xTðTÞQT ;ixðTÞ; i ¼ 1; . . . ;N: ð6:0:1Þ

Throughout the remaining chapters the matrices Qi;Ri and QT ;i are assumed to be

symmetric and Ri positive definite. Sometimes some additional positive definiteness

assumptions are made with respect to the matrices Qi and QT ;i. In the minimization a

state variable xðtÞ occurs. This is a dynamic variable that can be influenced by all players.

That is,

_xxðtÞ ¼ AxðtÞ þ B1u1 þ � � � þ BNuN ; xð0Þ ¼ x0; ð6:0:2Þ

where A and Bi; i ¼ 1; . . . ;N; are constant matrices, and ui is a vector of variables which

can be manipulated by player i. The objectives are possibly conflicting. That is, a set of

policies u1 which is optimal for one player, may have rather negative effects on the

evolution of the state variable x from another player’s point of view.

In general, before one can analyze the outcome of such a decision process, a number of

points have to be made more clear (see section 3.8).

1. What information is available to the players?

(a) What do they know about the system dynamics?

(b) What do they know about each others’ cost functions?

(c) When do the players have to announce their actions or strategies?

(d) Can the players communicate with one another?

(e) Are side-payments permitted?

LQ Dynamic Optimization and Differential Games J. Engwerda
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2. Can players commit themself to the proposed decisions?

3. Which strategies are used by the different players?

In this chapter we assume that players can communicate and can enter into binding

agreements. Furthermore it is assumed that they cooperate in order to achieve their

objectives. However, no side-payments take place. Moreover, it is assumed that every

player has all the information on the state dynamics and cost functions of his opponents

and all players are able to implement their decisions. Concerning the strategies used by

the players we assume that there are no restrictions. That is, every uið:Þ may be chosen

arbitrarily from the set U (or, depending on the context, its equivalent) in order to have a

well-posed problem.

6.1 Pareto solutions

By cooperation, in general, the cost one specific player incurs is not uniquely determined

anymore. If all players decide, for example, to use their control variables to reduce the

cost of player 1 as much as possible, a different minimum is attained for player 1 than in

the case where all players agree collectively to help a different player in minimizing his

cost. So, depending on how the players choose to ‘divide’ their contol efforts, a player

incurs different ‘minima’. So, in general, each player is confronted with a whole set of

possible outcomes from which somehow one outcome (which in general does not coincide

with a player’s overall lowest cost) is cooperatively selected. Now, if there are two

strategies �1 and �2 such that every player has a lower cost if strategy �1 is played, then
it seems reasonable to assume that all players would prefer this strategy. We say that the

solution induced by strategy �1 dominates over that case where the solution is induced by

the strategy �2. So, dominance means that the outcome is better for all players. Pro-

ceeding along this line of thought, it seems reasonable to consider only those cooperative

outcomes which have the property that if a different strategy than the one corresponding

with this cooperative outcome is chosen, then at least one of the players has higher

costs. Or, stated differently, to consider only solutions that are such that they cannot be

improved upon by all players simultaneously. This motivates the concept of Pareto1

efficiency.

Definition 6.1

A set of strategies �̂� is called Pareto efficient if the set of inequalities

Jið�Þ � Jið�̂�Þ; i ¼ 1; . . . ;N;

where at least one of the inequalities is strict, does not allow for any solution � 2 �.
The corresponding point ðJ1ð�̂�Þ; . . . ; JNð�̂�ÞÞ 2 RN is called a Pareto solution. The set of

all Pareto solutions is called the Pareto frontier. &

1See footnotes in Chapter 1 for some biographic details.
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A Pareto solution is therefore never dominated and for that reason it is called an

undominated solution. Typically there is always more than one Pareto solution, because

dominance is a property which generally does not provide a total ordering.

It turns out that if we assume Qi � 0; i ¼ 1; . . . ;N; in our cost functions (6.0.1) there

is a simple characterization for all Pareto solutions in our cooperative linear quadratic

game. This will be shown using the following lemma that states how one can find Pareto

solutions in general. In the subsequent analysis the following set of parameters, A, plays

a crucial role.

A :¼ � ¼ ð�1; . . . ; �NÞj�i � 0 and
XN
i¼1

�i ¼ 1

( )
:

Lemma 6.1

Let �i 2 ð0; 1Þ, with
XN
i¼1

�i ¼ 1. If �̂� 2 � is such that

�̂� 2 argmin
�2�

XN
i¼1

�iJið�Þ
( )

; ð6:1:1Þ

then �̂� is Pareto efficient.

Proof

Let �i 2 ð0; 1Þ, with PN
i¼1

�i ¼ 1 and �̂� 2 argmin
�2�

XN
i¼1

�iJið�Þ
( )

: Assume �̂� is not Pareto

efficient. Then, there exists an N-multiple of strategies ��� such that

Jið���Þ � Jið�̂�Þ; i ¼ 1; . . . ;N;

where at least one of the inequalities is strict. However, then

XN
i¼1

�iJið���Þ <
XN
i¼1

�iJið�̂�Þ;

which contradicts the fact that �̂� is minimizing. &

Note

Notice that in this lemma we neither use any convexity2 conditions on the J0is nor any

convexity assumptions regarding the �0
is. &

2A set S is called convex if for every x; y 2 S, �i 2 A also �1xþ �2y 2 S. A function f ðxÞ is
convex if for every x; y 2 S, �i 2 A, f ð�1xþ �2yÞ � �1f ðxÞ þ �2f ðyÞ.
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To prove a lemma stating in a sense the converse of the above lemma, we need a

so-called separation theorem. The proof of this theorem can, for instance, be found in

Takayama (1985). In two dimensions, geometrically this separation theorem states that

for any convex set X and a point x0 outside this set, there is a line through x0 above which

the whole set X is located. Figure 6.1 illustrates the situation.

Theorem 6.2

Let X be a nonempty convex set in Rn. Furthermore, let x0 2 Rn, such that x0=2X. Then
there exists a p 2 Rn; p 6¼ 0; jpj < 1, such that for all x 2 X pTx � pTx0. &

Note

Usually this lemma is stated under the additional assumption that X is a closed subset

of Rn. The proof in Takayama (1985), however, shows that this condition is superfluous.

Note that when we demand X to be closed, the inequality is strict. &

The next converse to Lemma 6.1 was proved by Fan, Glicksberg and Hoffman (1957).

The lemma states that, under some convexity assumptions on the cost functions, all

Pareto-efficient strategies can be obtained by considering the minimization problem

(6.1.1). The proof is essentially taken from Takayama (1985) (see also Weeren (1995)).

Lemma 6.3

Assume that the strategy spaces �i; i ¼ 1; . . . ;N are convex. Moreover, assume that

the payoffs Ji are convex. Then, if �̂� is Pareto efficient, there exist � 2 A, such that for

all � 2 �

XN
i¼1

�iJið�Þ �
XN
i¼1

�iJið�̂�Þ:

X

x0

Figure 6.1 The separation Theorem 6.2
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Proof

Define for all � 2 � the set Z� � RN by

Z� :¼ fz 2 RN j zi > Jið�Þ � Jið�̂�Þ; i ¼ 1; . . . ;Ng; ð6:1:2Þ

and define Z by

Z :¼ [�2�Z�:

Then, because �̂� is Pareto efficient, 0 =2 Z. Moreover, Z is convex. For, if z 2 Z� , ~zz 2 Z~��

and � 2 ½0; 1� then

�zi þ ð1� �Þ~zzi > �Jið�Þ þ ð1� �ÞJið~��Þ � Jið�̂�Þ
� Jið�� þ ð1� �Þ~��Þ � Jið�̂�Þ;

and hence, �zþ ð1� �Þ~zz 2 Z��þð1��Þ~�� � Z.

Taking x0 ¼ 0 in the separation theorem, Theorem 6.2, we infer that there exists a

p 6¼ 0, such that pTz � 0 for all z 2 Z. From equation (6.1.2) it is clear that, for every

i ¼ 1; . . . ;N, we can choose zi arbitrarily large. Since pTz > 0, this implies that the ith

entry of p cannot be negative for every i ¼ 1; . . . ;N.
Let z 2 Z. Then there exists a � 2 �, and � 2 RN , with �i > 0; i ¼ 1; . . . ;N, such

that

zi ¼ Jið�Þ � Jið�̂�Þ � �i; i ¼ 1; . . . ;N:

Moreover, by varying � 2 � and �i > 0; i ¼ 1; . . . ;N, we obtain all z 2 Z. Hence, for all

� 2 � and for all �i > 0

pTz ¼
XN
i¼1

piðJið�Þ � Jið�̂�Þ � �iÞ � 0:

Consequently for all � 2 �

XN
i¼1

piJið�Þ �
XN
i¼1

piJið�̂�Þ:

In particular, with

�i :¼ piP
N
j¼1pj

;

we find that for all � 2 �

XN
i¼1

�iJið�Þ �
XN
i¼1

�iJið�̂�Þ: &
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Combining the results from Lemma 6.1 and Lemma 6.3 then leads to the following

theorem.

Theorem 6.4

Let �i > 0; i ¼ 1; . . . ;N, satisfy
PN

i¼1 �i ¼ 1: If �̂� 2 � is such that

�̂� 2 argmin
�2�

XN
i¼1

�iJið�Þ
( )

;

then �̂� is Pareto efficient. Moreover, if �i is convex and Ji is convex for all i ¼ 1; . . . ;N,
then for all Pareto-efficient �̂� there exist � 2 A, such that

�̂� 2 argmin
�2�

XN
i¼1

�iJið�Þ
( )

; &

Note

Verkama (1994) gives a short and elegant proof of this theorem, in the case where the

strategy spaces �i are compact and convex subspaces of some Euclidean space Rni , and

the payoffs Ji are pseudoconcave. &

Corollary 6.5

Assume that �i is convex and Ji is strictly convex for all i ¼ 1; . . . ;N. Let � 2 A and

�̂�� ¼ argmin
�2�

XN
i¼1

�iJið�Þ
( )

: ð6:1:3Þ

Then if �̂��1 6¼ �̂��2 , whenever �1 6¼ �2, there is a bijection3 between � 2 A and the Pareto

frontier.

Proof

By assumption there is a bijection between all solutions �̂�� of the optimization problem

(6.1.3) and �. We next show that if �̂��1 6¼ �̂��2 , whenever �1 6¼ �2, then the corresponding

Pareto solutions differ. The rest of the claim then follows directly from Theorem 6.4.

We show this by contradiction. That is, assume that there is a Pareto solution J for

which Jð�̂��1Þ ¼ Jð�̂��2Þ for some �1 6¼ �2. Then it follows immediately, that �̂��2 solves

the minimization problem

min
�2�

XN
i¼1

�1
i Jið�Þ

( )
:

3A synonym for a bijection often encountered in literature is one-to-one correspondence.
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However, by assumption, the above cost functional is strictly convex. So, it has a unique

minimum. Therefore, �̂��2 must coincide with �̂��1 , which violates our assumption that

different optimal strategies correspond to different �i. &

In general the Pareto frontier does not always have to be an N � 1 dimensional surface in

RN , as in the above corollary. This is already illustrated in the two-player case when both

players have the same cost function. In that case the Pareto frontier reduces to a single

point in R2.

Next consider, as a particular case, the linear quadratic differential game. In the

Appendix to this chapter we show that the cost functions (6.0.9) are convex if Qi � 0. An

immediate corollary from Theorem 6.4 is given below.

Corollary 6.6

Consider the optimization problem (6.0.9) and (6.0.10). Under the additional assumption

that Qi � 0; i ¼ 1; . . . ;N, JiðuÞ are convex. The set of all cooperative Pareto solutions is

given by

ðJ1ðu�ð�ÞÞ; . . . ; JNðu�ð�ÞÞÞ; where � 2 A; ð6:1:4Þ
where the corresponding Pareto-efficient strategy is obtained as

u�ð�Þ ¼ argmin
u2U

XN
i¼1

�iJi; subject to ð6:0:10Þ: ð6:1:5Þ

&

Theorem 6.2 and Corollary 6.6 show that to find all cooperative solutions for the linear

quadratic game one has to solve a regular linear quadratic optimal control problem which

depends on a parameter �. From Chapter 5 we know that the existence of a solution for

this problem is related to the existence of solutions of Riccati equations. In Lancaster

and Rodman (1995) it is shown that if the parameters appearing in an algebraic

Riccati equation are, for example, differentiable functions of some parameter � (or,

more generally, depend analytically on a parameter �), and the maximal solution exists

for all � in some open set V , then this maximal solution of the Riccati equation will also

be a differentiable function of this parameter � on V (or, more generally, depend

analytically on this parameter �). Since in the linear quadratic case the parameters depend

linearly on �, this implies that in the infinite horizon case the corresponding Pareto

frontier will be a smooth function of � (provided the maximal solution exists for all �). A
similar statement holds for the finite-planning horizon case. In case for all � 2 V the

cooperative linear quadratic differential game has a solution or, equivalently, the

corresponding Riccati differential equations have a solution, then it follows directly

from Theorem 3.8 (see also Perko (2001) for a precise statement and proof) that the

solution of the Riccati differential equation is a differentiable function of �, since all

parameters in this Riccati differential equation are differentiable functions of �.

Example 6.1

Consider the following differential game on government debt stabilization (see van Aarle,

Bovenberg and Raith (1995)). Assume that government debt accumulation, _ddðtÞ, is the
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sum of interest payments on government debt, rdðtÞ, and primary fiscal deficits, f ðtÞ,
minus the seignorage (i.e. the issue of base money) mðtÞ. So,

_ddðtÞ ¼ rdðtÞ þ f ðtÞ � mðtÞ; dð0Þ ¼ d0:

Here dðtÞ, f ðtÞ and mðtÞ are expressed as fractions of GDP and r represents the rate of

interest on outstanding government debt minus the growth rate of output. The interest rate

r > 0 is assumed to be external. Assume that fiscal and monetary policies are controlled

by different institutions, the fiscal authority and the monetary authority, respectively,

which have different objectives. The objective of the fiscal authority is to minimize a

sum of time profiles of the primary fiscal deficit, base-money growth and government

debt

J1 ¼
ð1
0

e��tf f 2ðtÞ þ �m2ðtÞ þ �d2ðtÞgdt:

The parameters, � and � express the relative priority attached to base-money growth and

government debt by the fiscal authority. The monetary authorities are assumed to choose

the growth of base money such that a sum of time profiles of base-money growth and

government debt is minimized. That is

J2 ¼
ð1
0

e��tfm2ðtÞ þ �d2ðtÞgdt:

Here 1=� can be interpreted as a measure for the conservatism of the central bank with

respect to the money growth. Furthermore all variables are normalized such that their

targets are zero, and all parameters are positive.

Introducing ~ddðtÞ :¼ e�
1
2
�tdðtÞ, ~mm :¼ e�

1
2
�tmðtÞ and ~ff :¼ e�

1
2
�tf ðtÞ the above model can

be rewritten as

_~dd~ddðtÞ ¼ r � 1

2
�

� �
~ddðtÞ þ ~ff ðtÞ � ~mmðtÞ; ~ddð0Þ ¼ d0

where the cost functions of both players are

J1 ¼
ð1
0

f~ff 2ðtÞ þ �~mm2ðtÞ þ �~dd2ðtÞgdt

and

J2 ¼
ð1
0

f~mm2ðtÞ þ �~dd2ðtÞgdt:

If both the monetary and fiscal authority agree to cooperate in order to reach their

goals, then by Corollary 6.6 the set of all Pareto solutions is obtained by considering the
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simultaneous minimization of

Jcð�Þ : ¼ �J1 þ ð1� �ÞJ2
¼

ð1
0

f�~ff 2ðtÞ þ �1 ~mm
2ðtÞ þ �2

~dd2ðtÞgdt;

where �1 ¼ 1þ �ð�1þ �Þ and �2 ¼ �þ �ð�� �Þ. So, rewriting the above model

into our standard framework, the cooperative game problem can be reformulated as the

minimization of

Jcð�Þ ¼
ð1
0

�2
~dd2ðtÞ þ ½~ff ~mm� � 0

0 �1

� �
~ff
~mm

� �� �
dt;

subject to

_~dd~ddðtÞ ¼ r � 1

2
�

� �
~ddðtÞ þ ½1 � 1� ~ff

~mm

� �
; ~ddð0Þ ¼ d0:

According to Theorem 5.14 this optimization problem has a unique solution for every �.
The algebraic Riccati equation corresponding to this solution is

�2 þ 2 r � 1

2
�

� �
x� 1

�
þ 1

�1

� �
x2 ¼ 0:

The stabilizing solution of this Riccati equation is

k ¼ ��1

�þ �1

r � 1

2
� þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r � 1

2
�

� �2

þ�2

1

�
þ 1

�1

� �s8<
:

9=
;:

So the optimal control is

~ff �ðtÞ ¼ � k

�
~dd�ðtÞ; and ~mm�ðtÞ ¼ k

�1

~dd�ðtÞ;

where ~dd�ðtÞ is the solution of the differential equation

_~dd~dd
�ðtÞ ¼ r � 1

2
� � k

1

�
þ 1

�1

� �� �
~dd�ðtÞ ¼: �3

~dd�ðtÞ; ~dd�ð0Þ ¼ d0:

Substitution of these expressions into the cost functions gives

J1 ¼
ð1
0

f~ff �2ðtÞ þ �~mm�2ðtÞ þ �~dd�
2ðtÞgdt

¼ k2

�2
þ �

k2

�2
1

þ �

� �ð1
0

~dd�
2ðtÞdt

¼ k2

�2
þ �

k2

�2
1

þ �

� � �1

2�3

;
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and

J2 ¼
ð1
0

f~mm�2ðtÞ þ �~dd�
2ðtÞgdt

¼ k2

�2
1

þ �

� �ð1
0

~dd�
2ðtÞdt

¼ k2

�2
1

þ �

� � �1

2�3

:

Notice that the parameter �3 is negative here. The set of all Pareto solutions is then found

by varying the parameter � in Ji (simultaneously) between zero and one.

In Figure 6.2 we have plotted the set of Pareto solutions if � ¼ 0:1; � ¼ 0:6, � ¼ 0:5,
r ¼ 0:06 and � ¼ 0:04.

To assess the optimal control for the actual system we have to transform the optimal

control, we determined in terms of the transformed system, back again. This is not too

difficult. For instance for the optimal fiscal policy this transformation gives

f �ðtÞ ¼ e�
1
2
�t~ff �ðtÞ

¼ e�
1
2
�t �k

�
~dd�

¼ e�
1
2
�t �k

�
e
1
2
�td�ðtÞ

¼ � k

�
d�ðtÞ:

Similarly it can be verified that m�ðtÞ ¼ k
�1
d�ðtÞ and _dd�ðtÞ ¼ r � k 1

� þ 1
�1

� 	� 	
d�ðtÞ; d�ð0Þ ¼ d0. That is, the dynamics of the actual optimally controlled system is

obtained by using the feedback controls f �ðtÞ ¼ h1dðtÞ and m�ðtÞ ¼ h2dðtÞ, respectively,
where the gain parameters h1 and h2 coincide with the corresponding feedback gain

parameters determined for the transformed system. &

Figure 6.2 Pareto frontier Example 6.1 if � ¼ 0:1; � ¼ 0:6, � ¼ 0:5, r ¼ 0:06 and � ¼ 0:04
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Example 6.2

Consider the situation in which there are two individuals who invest in a public stock of

knowledge (see also Dockner et al. (2000)). Let xðtÞ be the stock of knowledge at time t

and uiðtÞ the investment of player i in public knowledge at time t. Assume that the stock

of knowledge evolves according to the accumulation equation

_xxðtÞ ¼ ��xðtÞ þ u1ðtÞ þ u2ðtÞ; xð0Þ ¼ x0; ð6:1:6Þ

where � is the depreciation rate. Assume that each player derives quadratic utility

from the consumption of the stock of knowledge and that the cost of investment

increases quadratically with the investment effort. That is, the cost function of both

players is given by

Ji ¼
ð1
0

e�	tf�qix
2ðtÞ þ riu

2
i ðtÞgdt:

If both individuals decide to cooperate in order to increase the stock of knowledge, then

all solutions (as a function of � 2 ð0; 1Þ) of the minimization of the next cost functional

subject to equation (6.1.6) provide Pareto solutions

Jð�Þ :¼
ð1
0

e�	tf��1ð�Þx2ðtÞ þ �2ð�Þu21ðtÞ þ �3ð�Þu22ðtÞgdt;

where �1 ¼ �q1 þ ð1� �Þq2, �2 ¼ �r1 and �3 ¼ ð1� �Þr2.
Introducing the variables ~xxðtÞ :¼ e�

1
2
	txðtÞ, ~uuiðtÞ :¼ e�

1
2
	tuiðtÞ; i ¼ 1; 2 and ~uuðtÞ :¼

½~uu1ðtÞ ~uu2ðtÞ�T the minimization problem can be rewritten as (see, for example,

Example 6.1)

min

ð1
0

��1ð�Þ~xx2ðtÞ þ ~uuTðtÞ �2 0

0 �3

� �
~uuðtÞ

� �
dt;

subject to

_~xx~xxðtÞ ¼ �a~xxðtÞ þ ½1 1�~uuðtÞ; ~xxð0Þ ¼ x0;

where a :¼ � þ 1
2
	.

According to Theorem 5.14 this problem has a stabilizing feedback solution if and only

if, with s :¼ 1
�2
þ 1

�3
, the quadratic equation

�1 þ 2ak þ sk2 ¼ 0 ð6:1:7Þ

has a solution k such that �a� sk < 0. The solutions of equation (6.1.7) are

k1;2 ¼ �a�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 � �1s

p
s

:
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From this it is then easily verified that equation (6.1.7) has an appropriate solution if and

only if the discriminant of this equation is stricly positive, that is

a2 � �1s > 0:

Or, stated in the original model parameters,

� þ 1

2
	

� �2

�ð�q1 þ ð1� �Þq2Þ 1

�r1
þ 1

ð1� �Þr2

� �
> 0: ð6:1:8Þ

As in Example 6.1 we therefore obtain (see Theorem 6.2) that for all � 2 ð0; 1Þ satisfying
the above inequality (6.1.8) the next control yields a Pareto solution

u1ðtÞ ¼ � 1

�r1
kxðtÞ and u2ðtÞ ¼ � 1

ð1� �Þr2 kxðtÞ;

where k ¼
� �þ 1

2
	ð Þþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�þ 1

2
	ð Þ2�ð�q1 þð1��Þq2Þs

q
s

and s :¼ 1
�r1

þ 1
ð1��Þr2.

Unfortunately, it is unclear whether or not we have now characterized all Pareto

solutions for this problem with this. &

6.2 Bargaining concepts

In the previous section we argued that it is rational to consider in a cooperative

environment the set of Pareto solutions. However, as Corollary 6.6 already indicates

there are, in general, a lot of Pareto solutions. This raises the question as to which one is

the ‘best’. By considering this question we enter the arena of what is called bargaining

theory.

This theory has its origin in two papers by Nash (1950b, 1953). In these papers a

bargaining problem is defined as a situation in which two (or more) individuals or

organizations have to agree on the choice of one specific alternative from a set of

alternatives available to them, while having conflicting interests over this set of

alternatives. Nash (1953) proposes two different approaches to the bargaining problem,

namely the axiomatic and the strategic approach. The axiomatic approach lists a number

of desirable properties the solution must have, called the axioms. The strategic approach,

on the other hand, sets out a particular bargaining procedure and asks what outcomes

would result from rational behavior by the individual players. In this section we discuss

three well-known solutions which will be motivated using the axiomatic approach. We

will give a brief outline of this theory. For proofs, more background and other axiomatic

bargaining solutions we refer the reader to Thomson (1994).

So, bargaining theory deals with the situation in which players can realize – through

cooperation – other better outcomes than the one which becomes effective when they do

not cooperate. This non-cooperative outcome is called the threatpoint. The question is

which outcome might the players possibly agree to.
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In Figure 6.3 a typical bargaining game is sketched (see also Figure 6.2). The ellipse

marks out the set of possible outcomes, the feasible set S, of the game. The point d is the

threatpoint. The edge P is the set of individually rational Pareto-optimal outcomes.

We assume that, if the agents unanimously agree on a point x ¼ ðJ1; . . . ; JNÞ 2 S, they

obtain x. Otherwise they obtain d. This presupposes that each player can enforce the

threatpoint, when he does not agree with a proposal. The outcome x the players will

finally agree on is called the solution of the bargaining problem. Since the solution also

depends on the feasible set S as the threatpoint d, it will be written as FðS; dÞ. Notice
that the difference for player i between the solution and the threatpoint, Ji � di, is the

reduction in cost player i incurs by accepting the solution. In the sequel we will call this

difference the utility gain for player i. We will use the notation J :¼ ðJ1; . . . ; JNÞ to denote
a point in S and x 	 yðx 
 yÞ to denote the vector inequality , i.e. xi > yiðxi < yiÞ; i ¼
1; . . . ;N. In axiomatic bargaining theory a number of solutions have been proposed. In

Thomson (1994) a survey is given on this theory. We will present here the three most

commonly used solutions: the Nash bargainig solution, the Kalai–Smorodinsky solution

and the egalitarian solution.

The Nash bargaining solution, NðS; dÞ, selects the point of S at which the product of

utility gains from d is maximal. That is,

NðS; dÞ ¼ argmax
J2S

YN
i¼1

ðJi � diÞ; for J 2 S with J � d:

In Figure 6.4 we sketched the N solution. Geometrically, the Nash bargaining solution is

the point on the edge of S (i.e. a part of the Pareto frontier) which yields the largest

rectangle ðN;A;B; dÞ.
The Kalai–Smorodinsky solution, KðS; dÞ, sets utility gains from the threatpoint

proportional to the player’s most optimistic expectations. For each agent, the most

optimistic expectation is defined as the lowest cost he can attain in the feasible set subject

to the constraint that no agent incurs a cost higher than his coordinate of the threatpoint.

Defining the ideal point as

IðS; dÞ :¼ maxfJi j J 2 S; J � dg;

J1

J2 P

d

S

Figure 6.3 The bargaining game
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the Kalai–Smorodinsky solution is then

KðS; dÞ :¼ maximal point of S on the segment connecting d to IðS; dÞ:

In Figure 6.5 the Kalai–Smorodinsky solution is sketched for the two-player case.

Geometrically, it is the intersection of the Pareto frontier P with the line which connects

the threatpoint and the ideal point. The components of the ideal point are the minima

each player can reach when the other player is fully altruistic under cooperation.

Finally, the egalitarian solution, EðS; dÞ, represents the idea that gains should be

equally divided between the players. Thus

EðS; dÞ :¼ maximal point in S for which EiðS; dÞ � di ¼ EjðS; dÞ � dj; i; j ¼ 1; . . . ;N:

Again, we sketched this solution for the two-player case. In Figure 6.6 we observe that

geometrically this egalitarian solution is obtained as the intersection point of the 45�-line
through the threatpoint d with the Pareto frontier P.

Notice that particularly in contexts where interpersonal comparisons of utility is

inappropriate or impossible, the first two bargaining solutions still make sense.

J1

J2 P

d

N

A

B

Figure 6.4 The Nash bargaining solution NðS; dÞ

J1

J2 P

d

S

I

K

Figure 6.5 The Kalai–Smorodinsky solution KðS; dÞ
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As already mentioned above, these bargaining solutions can be motivated using an

‘axiomatic approach’. In this case some people prefer to speak of an arbitration scheme

instead of a bargaining game. An arbiter draws up the reasonable axioms and depending

on these axioms, a solution results. Up to now, we were not very specific about the feasible

set S. To understand the axiomatic bargaining theory we have to be more specific on this.

We assume that our bargaining problem ðS; dÞ belongs to the class of sets, �N
d , that satisfy

the properties:

1. S is convex, bounded, and closed (it contains its boundary);

2. there is at least one point of S strictly dominating d;

3. ðS; dÞ is d-comprehensive, that is, if x 2 S and x � y � d, then y 2 S.

Notice that condition 3 implies that the players will have an incentive to reach an

agreement. In the axiomatic bargaining theory a bargaining solution on �N
d is then a

map

F :
X N

d
! RN such that FðS; dÞ 2 S for all ðS; dÞ 2

X N

d
:

Nash has shown that if this function F satisfies the next four rules (axioms) on �N
d , then

the outcome is completely characterized by the calculation rule we sketched above to

calculate the N solution. The first one states that the solution should be a Pareto solution,

or stated differently, that all gains from cooperation should be exhausted.

Axiom 1 Pareto-optimality

FðS; dÞ 2 fJ 2 S j there is no J0 2 S with J0 � Jg.

The second axiom states that if both S and d are invariant under all exchanges of the

names of the players, the solution outcome should have equal coordinates. That is, if

initially players have completely symmetric roles, the outcomes of the bargaining

solution should also be symmetric.

J1

J2 P

d 45°

S

E

Figure 6.6 The egalitarian solution EðS; dÞ
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Axiom 2 Symmetry

For x 2 S let 
ðxÞ be any permutation of the coordinates of x. If with x 2 S also 
ðxÞ 2 S,

then FiðS; dÞ ¼ FjðS; dÞ for all i; j ¼ 1; . . . ;N.

The third axiom axiom states that the solution should be independent of the utility scales

used to represent the players’ preferences. That is

Axiom 3 Scale invariance

Let a 	 0 and the transformation � : S ! S0 be defined as �ðxÞi ¼ aixi; i ¼ 1; . . . ;N, for
all x 2 S. Then Fð�ðSÞ; �ðdÞÞ ¼ �FðS; dÞ.

Finally, the fourth axiom states that if the feasible set S is reduced to a new set S0, which
contains the solution outcome of the original game, then the solution outcome of the new

game must coincide with that of the original game. This, under the assumption that the

threatpoint in both games is the same.

Axiom 4 Independence of irrelevant alternatives

If S0 � S and FðS; dÞ 2 S0, then FðS0; dÞ ¼ FðS; dÞ.

Under these assumptions on the set S and function F, Nash (1950b) has shown the

following result in case N ¼ 2, and this result was extended later on for more than two

players (Thomson (1994)).

Theorem 6.7

The Nash bargaining solution NðS; dÞ is the unique bargaining solution which satisfies

for an arbitrary ðS; dÞ 2 �N
d the axioms of Pareto-optimality, symmetry, scale invariance

and independence of irrelevant alternatives. &

The fourth axiom on independence of irrelevant alternatives has been criticized by several

authors. The so-called irrelevant alternatives might not be so irrelevant after all. Figure

6.7 illustrates the basic idea for the criticism.

Figure 6.7 Consequences of the axiom of independence of irrelevant alternatives
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When the shaded area is left out, a new bargaining game results with the same Nash

solution N. However, player 2’s alternatives have been reduced from the interval ðA; dÞ to
the interval ðB; dÞ. The critics argue that this should influence the solution of the bargain-

ing problem. The Kalai–Smorodinsky solution is an answer to this criticism. Axiom four

is replaced by the following axiom which states that an expansion of the feasible set ‘in a

direction favorable to a particular player’ always benefits this player.

Axiom 5 (Restricted) monotonicity property

If for all ðS; dÞ, ðS0; dÞ 2 �N
d with S � S0 and IðS; dÞ ¼ IðS0; dÞ we have FðS; dÞ � FðS0; dÞ.

Kalai and Smorodinsky (1975) proved that the replacement of the fourth axiom by the

restricted monotonicity property leads to the following result.

Theorem 6.8

The K-solution is the unique bargaining solution on the class of two-player bargaining

problems which satisfies the axioms of Pareto-optimality, symmetry, scale invariance and

restricted monotonicity. &

Finally, the egalitarian solution is also motivated from the monotonicity property point of

view. The idea is that all players should benefit from any expansion of the feasible set S;

this irrespective of whether the expansion may be biased in favor of one of them. The

price paid by requiring this strong monotonicity is that the resulting solution involves

interpersonal comparisons of utility (it violates scale invariance). Furthermore it satisfies

only a weak Pareto-optimality condition, that is, it satisfies FðS; dÞ 2 fJ 2 Sj 6 9J0 2
S with J0 
 Jg.

Strong monotonicity

If S0 
 S, then FðS0; dÞ � FðS; dÞ.

Kalai (1977) proved the following theorem

Theorem 6.9

The egalitarian solution EðS; dÞ is the only bargaining solution on �N
d satisfying weak

Pareto-optimality, symmetry and strong monotonicity. &

The Pareto-optimality, symmetry and scale invariance axioms have also been the object

of some criticism. Usually, the citicism concerning the first two axioms on Pareto-

optimality and symmetry is application oriented. One likes to use these concepts in

models of reality which do not capture all relevant aspects. So, using these axioms in these

models may lead to disputable outcomes. The scale invariance axiom has been criticized,

as we have already noted above, because it prevents basing compromises on

interpersonal comparisons of utility. Such comparisons, however, are made in a wide

variety of situations.
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6.3 Nash bargaining solution

In the previous section we suggested, using the axiomatic approach, that the Nash

bargaining solution can be viewed in many applications to be a reasonable cooperative

solution. Therefore this solution is considered in this section in somewhat more detail.

As already noted in the previous section the Nash bargaining solution, NðS; dÞ, selects
for a given set S 2 �N

d the point at which the product of utility gains from d is maximal.

That is,

NðS; dÞ ¼ argmax
J2S

YN
i¼1

ðdi � JiÞ; for J 2 S with J � d: ð6:3:1Þ

In Theorem 6.4 it was shown that, under the assumption that all cost functions Ji are

convex, every strategy yielding a Pareto solution can be obtained by minimizing a linear

combination of these cost functions. That is, if ðJ1ðu�Þ; . . . ; JNðu�ÞÞ is a Pareto solution,

then

u� ¼ argmin
u2U

�1J1ðuÞ þ � � � þ �NJNðuÞ; ð6:3:2Þ

for some � 2 A. Since the N-solution is also located on the Pareto frontier, we conclude

that for the N-solution there also exists an �N 2 A for which equation (6.3.2) holds4.

Theorem 6.10 gives a characterization of this number.

Theorem 6.10

Let X be a normed vector space. Assume that the convex functions JiðuÞ; i ¼ 1; . . . ;N,
are Fréchet differentiable and u�, defined by equation (6.3.2), is a differentiable function

of �. Denote J0i :¼ @Jiðu�Þ
@�1

; . . . ; @Jiðu
�Þ

@�N

h iT
. Consider the matrix of derivatives

J0 :¼ ½J01; . . . ; J0N �;

Assume that J0 has at least rank N � 1 at the Nash bargaining solution.

Then the following relationship holds between the value of the cost functions at

the Nash bargaining solution, ðJN1 ; . . . ; JNN Þ, the threatpoint d and the weight �N ¼
ð�N

1 ; . . . ; �
N
NÞ

�N
1 ðd1 � JN1 Þ ¼ �N

2 ðd2 � JN2 Þ ¼ � � � ¼ �N
NðdN � JNN Þ; ð6:3:3Þ

or, equivalently,

�N
j ¼

Q
i6¼jðdi � JNi ÞPN

i¼1

Q
k 6¼iðdk � JNk Þ

; j ¼ 1; . . . ;N: ð6:3:4Þ

4Some confusion might arise on the notation here – a subscript N indicates the number of
players whereas the superscript N indicates the fact that we are dealing with the N-solution.
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Proof

Let u� 2 X denote the argument that minimizes equation (6.3.2) at the Nash solution,

and �N be as above. Then the Fréchet differential of J :¼ �1J1ðuÞ þ � � � þ �NJNðuÞ at u�
with increment h is zero, i.e. �Jðu�; hÞ ¼ 0 for all h 2 X (see Theorem 4.1). That is

�N
1 �J1ðu�; hÞ þ � � � þ �N

N�JNðu�; hÞ ¼ 0; for all h 2 X: ð6:3:5Þ

Next consider the first-order conditions from maximizing the Nash product (6.3.1). Since

this maximum occurs on the Pareto frontier and each solution on this Pareto frontier is

parametrized by � 2 A (see Theorem 6.4), the N-solution can also be obtained by

determining

�N ¼ argmax
�2A

YN
i¼1

ðdi � Jiðu�ð�ÞÞÞ:

Introducing the simplifying notation si :¼ di � Jiðu�Þ and J0i :¼ dJiðu�ð�ÞÞ
d� , differentiation of

the above product with respect to � yields the first-order conditions

J01s2s3 . . . sN þ J02s1s3 . . . sN þ � � � þ J0Ns1s2 . . . sN�1 ¼ 0:

According to Theorem 4.3, J0i ¼ @Jiðu�Þu�0 . Substitution of this relationship into the

above equation gives

@J1ðu�Þu�0s2s3 . . . sN þ @J2ðu�Þu�0s1s3 . . . sN þ � � � þ @JNðu�Þu�0s1s2 . . . sN�1 ¼ 0:

ð6:3:6Þ

Since, by assumption, the matrix of derivatives ½J01 � � � J0N � has at least rank N � 1 at u� we
can find N � 1 linearly independent columns in this matrix. Assume, without loss of

generality, that the first derivative, J01, does not belong to this set. By equation (6.3.5)

@J1 ¼ ��N
2

�N
1

@J2 � � � � � �N
N

�N
1

@JN :

Substitution of this expression for @J1 into equation (6.3.6) gives, after some elementary

manipulations, the following equalities

0 ¼ @J2ðu�Þu�0 s1 � �N
2

�N
1

s2

� �
s3 . . . sN þ � � � þ @JNðu�Þu�0 s1 � �N

N

�N
1

sN

� �
s2 . . . sN�1

¼ ½J02 . . . J0N �

s1 � �N
2

�N
1

s2

� 	
s3 . . . sN

..

.

s1 � �N
N

�N
1

sN

� 	
s2 . . . sN�1

2
666664

3
777775:
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Since ½J02 � � � J0N � is a full column rank matrix it follows that

s1 � �N
2

�N
1

s2

� �
s3 . . . sN ; . . . ; s1 � �N

N

�N
1

sN

� �
s2 . . . sN�1

� �T
¼ 0:

From this we immediately deduce equation (6.3.3). Using equation (6.3.3) it follows

then that

Q
i 6¼jðdi � JNi ÞPN

i¼1

Q
k 6¼iðdk � JNk Þ

¼ 1PN
i¼1

dj�JN
j

di�JN
i

¼ 1PN
i¼1

�N
i

�N
j

¼ �N
j

1
:

On the other hand, if equation (6.3.4) holds it follows immediately by multiplying this

expression for �N
j with ðdj � JNj Þ that for all j ¼ 1; . . . ;N we obtain the same expression.

That is, equation (6.3.3) holds. &

Note

With X :¼ HN
2 , the set of all square integrable functions endowed with the norm induced

by the usual inner product (see Appendix to Chapter 5, proof of Theorem 5.11), Theorem

6.10 applies for the linear quadratic differential game. In Corollary 6.6 (and the following

discussion) we argued that, at least with Qi � 0, generically the Pareto frontier will be a

smooth N � 1 dimensional manifold. Therefore, one may expect that for this linear

quadratic differential game the conditions of Theorem 6.10 are satisfied and that the

relationships (6.3.3) and (6.3.4) hold. These relationships will be used in the next section

to calculate the Nash bargaining solution. &

Example 6.3

As an example reconsider Example 6.1. In this example it was shown that

J1 ¼ k2

�2
þ �

k2

�2
1

þ �

� � �1

2�3

and J2 ¼ k2

�2
1

þ �

� � �1

2�3

;

where �1 ¼ 1þ �ð�1þ �Þ; �2 ¼ �þ �ð�� �Þ;

k ¼ ��1
�þ �1

r � 1

2
� þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r � 1

2
�

� �2

þ�2

1

�
þ 1

�1

� �s8<
:

9=
;;
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and

�3 ¼ r � 1

2
� � k

1

�
þ 1

�1

� �
¼ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r � 1

2
�

� �2

þ�2

1

�
þ 1

�1

� �s
:

From these rather involved expressions for J1 and J2 it is clear that they are smooth

functions of �. Furthermore, it is to be expected that only under some rare combinations

of the parameters will the derivatives of both J1 and J2 w.r.t. � simultaneously become

zero. For obvious reasons we will not elaborate this point here.

The Nash bargaining solution can then be determined either by calculating the

derivative of Ji; i ¼ 1; 2; w.r.t. � and next solving the equation

J01ð�Þðd2 � J2ð�ÞÞ þ J02ð�Þðd1 � J1ð�ÞÞ ¼ 0;

or, by solving the equation

�ðd1 � J1ð�ÞÞ � ð1� �Þðd2 � J2ð�ÞÞ ¼ 0: ð6:3:7Þ

Notice that both equations might, in principle, yield more than one solution. However,

since we know that 0 < �i < 1, Ji < di and the product ðd1 � J1Þðd2 � J2Þ is maximized

at the Nash bargaining solution, from all candidate solutions resulting from these

equations it can easily be verified which one yields the Nash bargaining solution we

are looking for.

Choosing again the parameters � ¼ 0:1, � ¼ 0:6, � ¼ 0:5, r ¼ 0:06 and � ¼ 0:04,
solving numerically the second equation (6.3.7) yields � ¼ 0:3426. This corresponds

with the Nash bargaining solution ðJ1; J2Þ ¼ ð0:5649; 0:2519Þ. &

To get a better understanding of the relationship (6.3.3) Figure 6.8 shows this result for the

two-player case. The figure shows that the N-solution on the Pareto frontier is geo-

metrically obtained as the solution for which the angle of the line through d ¼ ðd1; d2Þ
and ðJN1 ; JN2 Þ on the Pareto frontier and the J1-axis exactly equals the negative angle of

the tangent of the Pareto frontier in the point ðJN1 ; JN2 Þ and the J1-axis. Both angles are

denoted by � in Figure 6.8.

J1

J2 P

d

N

Figure 6.8 A characterization of the N-solution in the two-player case
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The correctness of this statement is seen as follows. The derivative of the first line

is given by
d2�JN

2

d1�JN
1

. So what is left to be shown is that the derivative of the tangent to the

Pareto frontier at the N-solution is � d2�JN
2

d1�JN
1

. We will show that the derivative of the tangent

to the Pareto frontier at any point is � �1

�2
. To see this recall that, for � 2 A, �1J1ðuÞþ

�2J2ðuÞ is minimized w.r.t. u in order to obtain the corresponding Pareto point. So (under

the assumption that Ji are differentiable and J02 6¼ 0) �1J
0
1ðuÞ þ �2J

0
2ðuÞ ¼ 0 at the Pareto

point. This implicitly provides u� as a function of �. In particular we see that J
0
2
ðu�Þ

J0
1
ðu�Þ ¼ � �1

�2
.

Since �2 ¼ 1� �1 the Pareto frontier is parametrized by �1 ! ½J�1ð�1Þ; J�2ð�1Þ�T. Conse-
quently, we can view the Pareto frontier as a curve J�2 ¼ gðJ�1Þ. The derivative of this curve
is g0 ¼ dJ2ðu�ð�1ÞÞ=d�1

dJ1ðu�ð�1ÞÞ=d�1
: From the chain rule it follows then that g0ð�1Þ ¼ � �1

�2

5 (see above).

Therefore, particularly at the N-solution, the slope of the tangent to the Pareto curve

is � �1

�2
. This equals, according to equation (6.3.3), � d2�JN

2

d1�JN
1

. &

We conclude this section with an interpretation of the N-solution which typically fits in

the policy coordination literature. In order to make comparisons between the possible

utilities of the players one can replace the scale invariance assumption in the axiomatic

approach with the assumption that interpersonal utility is comparable. Since interpersonal

utility is comparable, it is possible to interpret the relationship

�N
1 ðd1 � JN1 Þ ¼ �N

2 ðd2 � JN2 Þ;

in the two-player case, in the following way. The player who gains more from playing

cooperatively is more willing to accept a smaller welfare weight in the cooperative cost

function than the player who gains less. Alternatively, the player who gains less may

demand a higher welfare weight by threatening not to cooperate, knowing that the

potential loss from no agreement is larger for the other player. This interpretation

facilitates a more general interpretation of the N-solution. To that end recall that each

player faces the maximization problem:

max
u

di � JiðuÞ; i ¼ 1; 2:

The Pareto solutions of this two-player maximization problem can be found by

maximizing w.r.t. � 2 A the cost function

�1ðd1 � J1ðuÞÞ þ �2ðd2 � J2ðuÞÞ: ð6:3:8Þ

Now both players simultaneously determine �i in the following way. They agree that the

more gain a player receives the less weight they will get in the minimization problem.

They formalize this agreement by giving player 1 a weight of ðd2 � J2Þ and player 2 a

5In Douven (1995) it is shown that in general (under some smoothness conditions)
@J�i
@Jj

¼ � �j

�i

where ðJ�1 ; . . . ; J�NÞ is the point on the Pareto frontier obtained by the minimization of
PN

i¼1 �iJiðuÞ.
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weight of ðd1 � J1Þ. If we substitute these weights in the minimization problem (6.3.8),

we get:

max
u

ðd2 � J2ðuÞÞðd1 � J1ðuÞÞ þ ðd1 � J1ðuÞÞðd2 � J2ðuÞÞ:

which gives us back the original Nash bargaining solution.

This idea can easily be extended to the N-player case. In that case the weight �i of

player i ¼ 1; � � � ;N is determined by the product:
Q

j6¼iðdj � JjðuÞÞ. So, the weight a

player gets in the minimization problem which determines the N-solution is characterized

by the product of the gains of the other players.

6.4 Numerical solution

In this section we will briefly outline some algorithms to calculate the N-solution and the

K-solution. First, consider the N-solution. A major advantage of the relationship specified

in equation (6.3.4) is that numerical calculation in real problems becomes much easier.

Before explaining and comparing an algorithm based on this relationship, we will first

give a brief description of the traditional approach. Since each point of the Pareto frontier

is uniquely determined by a point � 2 A in practice the maximization algorithm contains

the following steps.

Algorithm 6.1

General algorithm to calculate the N-solution

Step 1 Start with an initial �0 2 A. A good guess is often �0 ¼ 1
N
; . . . ; 1

N


 �
.

Step 2 Compute

u�ð�0Þ ¼ argmin
u2U

XN
i¼1

�0
i JiðuÞ

( )
:

Step 3 Verify whether Jiðu�Þ � di; i ¼ 1; . . . ;N. If not, use this result for making a new

guess for an initial value �0 and return to Step 2.

Step 4 Check whether this Jiðu�Þ; i ¼ 1; . . . ;N; maximizes the Nash product (6.3.1).

Step 5 If Step 4 gives an affirmative answer, terminate the algorithm, otherwise calculate

a new �0 according to a certain decision rule and go back to Step 2. &

Step 3 is included to make sure that one always starts in the bargaining set, i.e. the set

where for all players Jiðu�Þ is preferred over di. If one skips this step, it is possible that

one will get stuck with a nonadmissible � in Step 4. This algorithm description is typical

for problems of finding maximum points of a constrained multivariable function by

iterative methods. Most of these algorithms are already implemented in existing computer
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packages and the type of problems are generally referred to as constraint non-linear

optimization problems in the numerical literature. Since, as often occurs in applications,

the Pareto frontier can be very flat the solution of this kind of problem is not straight-

forward, even if we have a convex surface. However, the existence of relationship (6.3.4)

facilitates the following approach.

Algorithm 6.2

Algorithm to calculate the N-solution using the bargaining weights property

Step 1 Start with an initial �0 2 A. A good guess is often �0 ¼ 1
N
; . . . ; 1

N


 �
.

Step 2 Compute

u�ð�0Þ ¼ argmin
u2U

XN
i¼1

�0
i JiðuÞ

( )
:

Step 3 Verify whether Jiðu�Þ � di; i ¼ 1; . . . ;N. If not, then there is an i0 for which

Ji0ðu�Þ > di0 . In that case update �0
i0
:¼ �0

i0
þ 0:01, �0

i :¼ �0
i � 0:01

N�1
; for i 6¼ i0

and return to Step 2.

Step 4 Calculate

~��N
j ¼

Q
i 6¼jðdi � Jiðu�ð�0ÞÞÞPN

i¼1

Q
k 6¼iðdk � Jkðu�ð�0ÞÞÞ ; j ¼ 1; . . . ;N:

Step 5 If j~��N
i � �0

i j < 0:01; i ¼ 1; . . . ;N, then terminate the algorithm and set �N ¼ ~��N .

Else �0
i :¼ 0:8�0

i þ 0:2~��N
i and return to Step 2. &

Obviously, the numbers 0.01 and 0.8 in the above algorithm are, to a certain extent,

chosen arbitrarily and depend on the goals of the user. In Step 5 we use the update

�0
i :¼ 0:8�0

i þ 0:2~��N
i instead of the more intuitively appealing update �0

i :¼ ~��N
i . This is to

prevent too large steps in the update process, which might result in a vector �0 for which

the inequalities Jiðu�ð�0ÞÞ � di might no longer be satisfied.

A proof that this algorithm always converges is lacking. Simulation studies suggest,

however, (see Douven (1995) and van Aarle et al. (2001)) that the algorithm works well

and converges in quite a few iterations.

Algorithm 6.2 is referred to in the numerical literature as a non-linear equations

problem. There are many solution methods for these kind of problems, such as the Gauss–

Newton algorithm or the line-search algorithm (for example, Stoer and Bulursch (1980)).

The main difference between both Algorithms 6.1 and 6.2 is that for large problems the

non-linear equations problem that has to be solved in Algorithm 6.2 requires much less

computer time than solving the constrained maximization problem in Algorithm 6.1. This

is because in Algorithm 6.2 we do not have to verify whether the Nash product (6.3.1)
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really is maximized and, secondly, Step 4 of the algorithm automatically takes care of the

fact that �0 2 A.

Next consider the computation of the Kalai–Smorodinsky solution. The following

global algorithm provides a method to calculate this solution.

Algorithm 6.3

Algorithm to calculate the K-solution

Step 1 Compute a control vector v1 2 U such that Jjðv1Þ ¼ dj; j ¼ 2; � � � ;N; denote

I1 :¼ J1ðv1Þ. Similarly, compute a vector v2 2 U such that Jjðv2Þ ¼ dj; j ¼
1; 3; � � � ;N; denote I2 :¼ J2ðv2Þ. etc.

Step 2 Denote the ideal point by I :¼ ðI1; � � � ; INÞ. Calculate the intersection point

between the Pareto curve and the line which connects I and d. &

Algorithm 6.3 requires the computation of N þ 1 non-linear constrained equations prob-

lems. In practice the computer time involved for computing each of these non-linear

constrained problems is about equal to the computer time involved for computing the

N-solution using Algorithm 6.2. Therefore, for large problems it takes much more time to

compute the K-solution than the N-solution.

Finally, notice that the calculation of the egalitarian solution requires the solution of

one non-linear constrained equations problem. The involved computer time to calculate

this E-solution approximately equals that of calculating the N-solution.

6.5 Notes and references

For this chapter the following references were consulted: Douven (1995), Thomson

(1994), Weeren (1995) and de Zeeuw (1984).

In literature the question of implementability of the equilibrium concepts has also been

raised. That is, suppose that some equilibrium solution has been selected as embodying

society’s objectives, does there exist a game whose equilibrium outcome always yields

the desired utility allocations? For instance, Howard (1992) showed the implementability

of the Nash solution, whereas Moulin (1984) showed this for the Kalai–Smorodinsky

solution.

References on bargaining theory are van Damme (1991), Fudenberg and Tirole (1991),

Osborne and Rubinstein (1991) and Thomson (1994).

Another strand of literature that deals with how to assign the profits of the outcome of

a cooperative game between groups of the players are the Transferable Utility (TU)

games. In this literature it is assumed that joint profits are freely transferable beween

the players. Well-known allocation rules are the Shapley value (1953), the nucleolus

introduced by Schmeidler (1969) and the �-value introduced by Tijs (1981). In Tijs

(2004) one can find an overview on static cooperative game theory.

A survey on the use of cooperative solution concepts in the theory of differential games

can be found in Haurie (2001). Some well-known references in this area are Haurie and
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Tolwinski (1985) and Tolwinski, Haurie and Leitmann (1986). Typical questions

addressed in this literature are how to deal with the fact that if one applies the static

bargaining concepts directly to a differential game, the solution is only valid for the initial

state.

6.6 Exercises

1. Consider two firms who want to maximize their profits given by

J1 :¼ 10y1 � 4y21 � y22 and J2 :¼ 8y2 � 2y22 � y21;

respectively. Here, yi is the production of firm i; i ¼ 1; 2:

(a) Show that the set of Pareto solutions is ðy�1; y�2Þ ¼ ð5
3
� 5

9

�þ1
3

; 4� 8
4�2�Þ, where

� 2 ½0; 1�.
(b) Show that the Pareto frontier is given by y�1 ¼ 30

21
þ 60

21
1

7y�
2
�16

; where y�2 2 ½0; 2�.
(c) Plot the Pareto frontier.

2. Assume that the cost function of player i equals Ji, where

J1 :¼ ðx1 þ x2Þ2 þ ðx1 þ 1Þ2 and J2 :¼ ðx1 � x2Þ2 þ ðx2 � 1Þ2;

respectively. Here xi is a variable player i can control, i ¼ 1; 2.

(a) Show that the Pareto frontier is parameterized by

ðx�1; x�2Þ ¼
1

��2 þ �þ 1
ð�2 � 3�þ 1;��2 � �þ 1Þ; � 2 ½0; 1�:

(b) Plot numerically the graph of the Pareto frontier.

3. Assume that the profit function of firm i equals Ji, where

J1 :¼ 84x1 � x21 � x1x2 � 24 and J2 :¼ 92x2 � 3

2
x22 � x1x2;

respectively. Here xi is the production of firm i, i ¼ 1; 2.

(a) Show that the following solutions are Pareto-optimal solutions

ðx�1;x�2Þ ¼
1

6�ð1��Þ� 1
ðð1��Þð252�� 92Þ;�ð100� 184�ÞÞ; �2 1

2
� 1

6

ffiffiffi
3

p
;
1

2
þ 1

6

ffiffiffi
3

p� �
:

(b) Plot the set of Pareto solutions in (a) numerically.
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4. Consider the minimization of

Ji :¼
ð1
0

x2ðtÞ þ u2i ðtÞdt; subject to _xxðtÞ ¼ xðtÞ þ u1ðtÞ þ u2ðtÞ; xð0Þ ¼ x0:

Here, ui is the control variable of player i.

(a) Show that for � 2 ð0; 1Þ the following control actions yield Pareto-optimal

solutions.

u�1ðtÞ ¼ � 1� �þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1� �Þ2 þ 1� �

�

r( )
x�ðtÞ

u�2ðtÞ ¼ � �þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2 þ �

1� �

r( )
x�ðtÞ;

where x�ðtÞ is the solution of _xx�ðtÞ ¼ �acl x�ðtÞ; x�ð0Þ ¼ x0, with acl :¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 1

�ð1��Þ
q

.

(b) Show that for � 2 ð0; 1Þ

J�1 :¼ 1þ ð1� �Þ2ð1þ aclÞ2
2acl

x20 and J�2 :¼ 1þ �2ð1þ aclÞ2
2acl

x20

yield Pareto optimal solutions.

(c) Plot the set of Pareto solutions in (b) numerically if x0 ¼ 1, x0 ¼ 2 and x0 ¼ 4,

respectively. What are the consequences of a different initial state x0 for the graph

of the Pareto solutions in general?

5. Consider the minimization of

Ji :¼
ð


4

0

�x2ðtÞ þ u2i ðtÞdt; subject to _xxðtÞ ¼ u1ðtÞ þ u2ðtÞ; xð0Þ ¼ 1:

Here, ui is the control variable of player i.

(a) Show that for � 2 ð0; 1Þ the following control actions yield Pareto-optimal

solutions.

u�1ðtÞ ¼ � 1

�
kðtÞx�ðtÞ

u�2ðtÞ ¼ � 1

1� �
kðtÞx�ðtÞ;

where kðtÞ is the solution of the differential equation

_kkðtÞ ¼ bð�Þk2ðtÞ þ 1; k



4

� 	
¼ 0; with bð�Þ :¼ 1

�ð1� �Þ

and x�ðtÞ is the solution of _xx�ðtÞ ¼ �bð�ÞkðtÞx�ðtÞ; x�ð0Þ ¼ 1.
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(b) Show (e.g. by substitution) that

kðtÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�ð1� �Þ

p
tan

ffiffiffiffiffiffiffiffiffi
bð�Þ

p
t � 


4

� 	� 	
and x�ðtÞ ¼ cos

ffiffiffiffiffiffiffiffiffi
bð�Þ

p
t � 


4

� 	� 	
:

(c) Show that for � 2 ð0; 1Þ the solutions

J�1 ¼ �1þ 1

2�

� �



4
�

ffiffiffiffiffiffiffiffiffiffiffi
1� �

p

4
ffiffiffi
�

p sin
ffiffiffiffiffiffiffiffiffi
bð�Þ

p 


2

� 	

J�2 ¼ �1þ 1

2ð1� �Þ
� �




4
�

ffiffiffi
�

p

4
ffiffiffiffiffiffiffiffiffiffiffi
1� �

p sin
ffiffiffiffiffiffiffiffiffi
bð�Þ

p 


2

� 	

are Pareto optimal.

(d) Plot the set of Pareto solutions in (c) numerically.

6. Consider a cost minimization problem where the Pareto frontier is described as a part

of the curve

ðx1 � 7Þ2 þ 2ðx2 � 8Þ2 ¼ 18:

Here, xi is the cost incurred by player i, i ¼ 1; 2.

(a) Draw the graph of the above curve and determine the Pareto frontier for this cost

problem.

(b) Assume that the threatpoint for this problem is ðx1; x2Þ ¼ ð7; 8Þ. Determine

graphically the feasible set of the bargaining game associated with this problem.

(c) Find analytically the Nash bargaining solution of the bargaining problem in (b) by

solving the constrained optimization problem

maxðx1 � 7Þðx2 � 8Þ such that ðx1 � 7Þ2 þ 2ðx2 � 8Þ2 ¼ 18:

(d) Find analytically the Kalai–Smorodinsky solution for the bargaining problem in

(b). (Hint: first determine the ideal point, and next find the intersection point of the

curve with the line through the ideal point and the threatpoint.)

(e) Find analytically the egalitarian solution for the bargaining problem in (b). (Hint:

first determine the 45� line through the threatpoint.)

7. Reconsider the cost minimization problem of Exercise 6 above. Answer the same

questions as in Exercise 6(b)–(e), but now w.r.t. the threatpoint ðx1; x2Þ ¼ ð7; 7Þ.
Compare your answers with those of Exercise 6. Explain the differences for the Kalai–

Smorodinsky solution and the egalitarian solution from the underlying bargaining

axioms.

8. Assume that in Exercises 6 and 7 above the cost functions are given by the convex

functions xiðu1; u2Þ, where ui is the control variable of player i, i ¼ 1; 2. Determine for

both exercises the weights �i; i ¼ 1; 2; in the cooperative cost function

�1x1ðu1; u2Þ þ �2x2ðu1; u2Þ that yield the Nash bargaining solution. Compare the

results for both exercises and give an intuitive explanation for the differences.
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9. Assume that player i likes to minimize w.r.t. ui

Ji ¼ �i

ðT
0

fxTðtÞQxðtÞ þ uT1 ðtÞR1u1ðtÞ þ uT2 ðtÞR2u2ðtÞgdt
subject to _xxðtÞ ¼ AxðtÞ þ B1u1ðtÞ þ B2ðtÞu2ðtÞ; xð0Þ ¼ x0;

where Q > 0, Ri > 0 and �i > 0, i ¼ 1; 2. Show that the Pareto frontier consists in

this case of one point.

10. Consider the interaction of fiscal stabilization policies of two countries. Assume

that the competitiveness between both countries is described by the differential

equation

_ssðtÞ ¼ �asðtÞ þ f1ðtÞ � f2ðtÞ; sð0Þ ¼ s0;

where a > 0, the variable sðtÞ denotes the difference in prices between both countries
at time t and fiðtÞ is the fiscal deficit set by the fiscal authority in country i; i ¼ 1; 2:
Each fiscal authority seeks to minimize the following intertemporal loss function

that is assumed to be quadratic in the price differential and fiscal deficits,

Ji ¼
ð1
0

fqis2ðtÞ þ rif
2
i ðtÞgdt; i ¼ 1; 2:

Assume that both countries agree to cooperate in reducing the initial price

differential between both countries.

(a) Indicate how the countries can determine the set of Pareto efficient strategies.

Explain your answer.

(b) Reformulate the problem in (a) as a standard linear quadratic control problem

and determine all Pareto efficient strategies (if possible).

(c) Consider the case that both countries are completely symmetric in their

preferences. Determine the Pareto frontier in that case. What are the correspond-

ing Pareto efficient strategies?

(d) Assume a ¼ 1, q1 ¼ r1 ¼ 1 and q2 ¼ 0:5, r2 ¼ 2. Plot numerically the Pareto

frontier.

(e) Choose a threatpoint in (d) and determine geometrically the Nash, the Kalai–

Smorodinsky and egalitarian bargaining solutions, respectively. Which solution

is in your opinion the most appropriate one here (if any of these)?

(f) The same question as in (d) and (e) but now for q2 ¼ 2 and r2 ¼ 0:5 and the rest

of the parameters unchanged. Can you comment on the differences between the

answers?

11. Consider two interacting countries where the government of each country likes to

stabilize the growth of national income around its corresponding equilibrium path.

Let xi denote the deviation of national income from its equilibrium path for country i,

and ui the fiscal policy used by the government in country i to realize this goal.

Moreover, assume that both countries are convinced that large discrepancies between
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the deviations of growth in both countries is also not desirable (due to the migration

problems this might cause, for example). This problem is formalized by government

i as that they like to minimize w.r.t. ui; i ¼ 1; 2;

J1 ¼
ð1
0

fxTðtÞ 2 �1

�1 1

" #
xðtÞ þ u21ðtÞgdt

and J2 ¼
ð1
0

fxTðtÞ 1 �1

�1 2

" #
xðtÞ þ u22ðtÞgdt

subject to _xxðtÞ ¼ �3 1

2 �2

" #
xðtÞ þ 2

1

" #
u1ðtÞ þ

1

2

" #
u2ðtÞ;

x0 ¼
1

1

" #
; respectively:

(a) Show that for all � 2 ð0; 1Þ the actions ðu�1; u�2Þ minimizing �J1 þ ð1� �ÞJ2 are

u�1ðtÞ
u�2ðtÞ

" #
¼ �

2

�

1

�

1

1� �

2

1� �

2
664

3
775Kx�ðtÞ;

where K is the stabilizing solution of the algebraic Riccati equation

0 ¼ � �3 1

2 �2

� �T
X � X

�3 1

2 �2

� �
þ X

4� 3�

�ð1� �Þ
2

�ð1� �Þ
2

�ð1� �Þ
1þ 3�

�ð1� �Þ

2
664

3
775X � 1þ � �1

�1 2� �

� �
;

and x�ðtÞ is the solution of the differential equation

_xx�ðtÞ ¼ �3 1

2 �2

� �
� 1

�ð1��Þ
4� 3� 2

2 1þ 3�

� �
K

� �
x�ðtÞ ¼: Aclx

�ðtÞ; xð0Þ ¼ 1

1

� �
:

(b) Let

V1 :¼
2 �1

�1 1

� �
þ K

4

�2

2

�ð1� �Þ
2

�ð1� �Þ
1

ð1� �Þ2

2
6664

3
7775K and

V2 :¼
1 �1

�1 2

� �
þ K

1

�2

2

�ð1� �Þ
2

�ð1� �Þ
4

ð1� �Þ2

2
6664

3
7775K:
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Show that Jiðu�1; u�2Þ ¼ xT0Mix0, where Mi is the solution of the Lyapunov equation

AT
clMi þMiAcl þ Vi ¼ 0; i ¼ 1; 2:

(c) Assume that the threatpoint of the bargaining game is the non-cooperative open-

loop Nash solution (see Chapter 7) of this game: ðd1; d2Þ ¼ ð0:185; 0:365Þ. Use
Algorithm 6.2 to find numerically the Nash bargaining solution of this game. To

calculate the involved stabilizing solution of the Riccati equation and the

Lyapunov equation use, the functions ARE and LYAP of the MATLAB control

toolbox.

(d) Calculate the percentage gains of cooperation, measured by
di�J�i
di

� 100, for both
governments.

6.7 Appendix

Proof of Corollary 6.6

In Theorem 6.4 we did not specify the strategy spaces. In fact they can be chosen to be

any convex subset of a vector space6. Now, our set of admissible control functions U is a

vector space if we consider as the addition rule for two control functions uð:Þ and vð:Þ the
function whose value at t is ðuþ vÞðtÞ :¼ uðtÞ þ vðtÞ, and likewise for a scalar � and a

u 2 U, �u as the function whose value at t is �uðtÞ. In particular the set U is convex.

So, all we have to show here is that the function JiðuÞ defined by

JiðuÞ :¼
ðT
0

fxTðtÞQixðtÞ þ uTi ðtÞRiuiðtÞgdt þ xTðTÞQT ;ixðTÞ;

with

xðtÞ ¼ eAtx0 þ
ðt
0

eAðt�sÞBuðsÞds;

is convex. That is, Jið:Þ satisfies

Jð�uþ ð1� �ÞvÞ � �JðuÞ þ ð1� �ÞJðvÞ; 0 � � � 1;

where, for notational convenience, we dropped the index i; u ¼ ½u1; . . . ; uN �T (and v

defined similarly); and B ¼ ½B1; . . . ;BN �.

6A vector space is a nonempty set of objects, called vectors, on which are defined two
operations, called addition and multiplication by scalars, subject to a number of axioms. For a
proper definition see, for example, Lay (2003).
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Next, introduce the notation

xuðtÞ :¼ eAtx0 þ
ðt
0

eAðt�sÞBuðsÞds:

Then,

Jð�uþð1��ÞvÞ ¼
ðT
0

f½x�uþð1��ÞvðtÞ�TQi½x�uþð1��ÞvðtÞ�þ ð�uiðtÞþ ð1��ÞviðtÞÞTRið�uiðtÞ

þ ð1��ÞviðtÞÞgdtþ ½x�uþð1��ÞvðTÞ�TQT ;i½x�uþð1��ÞvðTÞ�

¼
ðT
0

f½�xuðtÞþ ð1��ÞxvðtÞ�TQi½�xuðtÞþ ð1��ÞxvðtÞ�

þ ð�uiðtÞþ ð1��ÞviðtÞÞTRið�uiðtÞþ ð1��ÞviðtÞÞgdt
þ ½�xuðTÞþ ð1��ÞxvðTÞ�TQT ;i½�xuðTÞþ ð1��ÞxvðTÞ�:

Since all matrices Qi; Ri and QT ;i are positive semi-definite, we can factorize them

as ~QQ2
i ,
~RR2
i and

~QQ2
T ;i, respectively, for some positive semi-definite matrices ~QQi, ~RRi and ~QQT ;i.

So, introducing ~xxwðtÞ :¼ ~QQiðeAtx0 þ
Ð t
0
eAðt�sÞBwðsÞdsÞ, ~wiwi :¼ ~RRiwiðtÞ and ~xxwðTÞ :¼

~QQiðeATx0 þ
Ð T
0
eAðT�sÞBwðsÞdsÞ, we can rewrite Jð�uþ ð1� �ÞvÞ as

ðT
0

f½�~xxuðtÞ þ ð1� �Þ~xxvðtÞ�T ½�~xxuðtÞ þ ð1� �Þ~xxvðtÞ� þ ½�~uui þ ð1� �Þ~vvi�T

�½�~uui þ ð1� �Þ~vvi�gdt þ ½�~xxuðTÞ þ ð1� �Þ~xxvðTÞ�T ½�~xxuðTÞ þ ð1� �Þ~xxvðTÞ�:

Next notice that the standard Euclidean norm kxk2 :¼ xTx satisfies the triangular

inequality kxþ yk � kxk þ kyk. Therefore Jð�uþ ð1� �ÞvÞ can be rewritten, and next

estimated as

ðT
0

fk�~xxuðtÞ þ ð1� �Þ~xxvðtÞk2 þ k�~uui þ ð1� �Þ~vvik2gdt þ k�~xxuðTÞ þ ð1� �Þ~xxvðTÞk2

�
ðT
0

fðk�~xxuðtÞk þ kð1� �Þ~xxvðtÞkÞ2 þ ðk�~uuik þ kð1� �Þ~vvikÞ2gdt þ ðk�~xxuðTÞk

þ kð1� �Þ~xxvðTÞkÞ2 �
ðT
0

fk�~xxuðtÞk2 þ kð1� �Þ~xxvðtÞk2 þ k�~uuik2 þ kð1� �Þ~vvik2gdt

þ k�~xxuðTÞk2 þ kð1� �Þ~xxvðTÞk2 �
ðT
0

f�k~xxuðtÞk2 þ ð1� �Þk~xxvðtÞk2 þ �k~uuik2

þ ð1� �Þk~vvik2gdt þ �k~xxuðTÞk2 þ ð1� �Þk~xxvðTÞk2 ¼
ðT
0

f�xTu ðtÞQixuðtÞ

þ ð1� �ÞxTv ðtÞQixvðtÞ þ �uTi ðtÞRiuiðtÞ þ ð1� �ÞvTi ðtÞRiviðtÞgdt þ �xTu ðTÞQi;TxuðTÞ
þ ð1� �ÞxTv ðTÞQi;TxvðTÞ ¼ �JðuÞ þ ð1� �ÞJðvÞ;

where we used the notation xwðtÞ to denote the state of the system at time t if the control

wð:Þ is used. &
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7

Non-cooperative open-loop
information games

As already mentioned in Chapter 1, non-cooperative differential games were first intro-

duced in Isaacs (1954), within the framework of two-person zero-sum games. Whereas

nonzero-sum differential games were introduced in the papers by Starr and Ho (1969a, b).

In the next chapters we study the special class of non-cooperative linear-quadratic dif-

ferential games. The dynamics of these games are described by the linear differential

equation

_xxðtÞ ¼ AxðtÞ þ B1u1ðtÞ þ � � �BNuNðtÞ; xð0Þ ¼ x0: ð7:0:1Þ

Each player has a quadratic cost function:

Jiðu1; . . . ; uNÞ ¼
ðT
0

xTðtÞQixðtÞ þ
XN
j¼1

uTj ðtÞRijujðtÞ
( )

dt þ xTðTÞQiTxðTÞ; i ¼ 1; . . . ;N;

ð7:0:2Þ
in which all matrices are symmetric, and Rii are positive definite.

The objective for each player is the minimization of his own cost function by choosing

appropriate controls for the underlying linear dynamical system. The non-cooperative

aspect implies that the players are assumed not to collaborate in trying to attain this

goal. Depending on the information players have on the game, denoted by �iðtÞ; t 2 ½0; T�,
and the set of strategies the players like to choose from (which depends obviously on

the information the players have on the game), denoted by �i, the actions (or controls)

of the players are determined by the relations

ui ¼ �ið�iÞ; where �i 2 �i:

Substitution of these controls into (7.0.2) and (7.0.1) shows that the cost functions Ji
depend on the information players have on the game and their strategy space. Depending

on these ‘parameters’ the value of the cost function obviously also depends for each

player i on the pursued actions of the other players. So, if for example we consider

LQ Dynamic Optimization and Differential Games J. Engwerda
# 2005 John Wiley & Sons, Ltd



two players, the question arises as to which actions will be played. Now, assume that both

players may propose in turn an action in a negotiation process that proceeds the actual

implementation of the control. So, the players can react to each other’s proposal. Then,

assuming that ultimately the proposition process ends, it seems reasonable that in that

final situation each player likes to play an action which he cannot improve upon anymore.

That is, any unilateral deviation from the action he has in mind will lead to a worse value

of his cost function Ji. We illustrate this idea in the following example.

Example 7.1

Consider two firms Ping Ping and Pong Pong producing ping-pong balls for the Chinese

market. The inverse demand function is

p ¼ 92� ðx1 þ x2Þ;

where p is the price of a ping-pong ball and xi is the produced quantity (in millions) of

firm i, i ¼ 1; 2. The cost functions of Ping Ping and Pong Pong are

F1ðx1Þ ¼ 8x1 þ 24

and

F2ðx2Þ ¼
1

2
x22;

respectively. Consequently, the profit function �1 of Ping Ping is

�1ðx1; x2Þ ¼ px1 � ð8x1 þ 24Þ
¼ �x21 � x1x2 þ 84x1 � 24

and the profit function �2 of Pong Pong is

�2ðx1; x2Þ ¼ px2 �
1

2
x22

¼ � 3

2
x22 � x1x2 þ 92x2:

Therefore, for a fixed number �xx2 Pong Pong produces, Ping Ping’s optimal production of

balls is determined by maximizing �1ðx1;�xx2Þ. Differentiation of �1 shows that this

maximum number is

x�1 ¼
� 1

2
�xx2 þ 42 if 0 � �xx2 � 84;

0 if �xx2 > 84:

�

Similarly, one obtains for a fixed number �xx1 Ping Ping produces, that Pong Pong’s optimal

production is given by

x�2 ¼
� 1

3
�xx1 þ 30 2

3
if 0 � �xx1 � 92;

0 if �xx1 > 92:

�
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So, two curves x�1ðx2Þ and x�2ðx1Þ are obtained which determine the optimal ‘reaction’ of

Ping Ping if Pong Pong produces x2, and the optimal ‘reaction’ of Pong Pong if Ping Ping

produces x1, respectively. Therefore, these curves are usually called the reaction curves

of both players. Both reaction curves are illustrated in Figure 7.1. Now, assume that Ping

Ping has a spy who is on the board of Pong Pong, and similarly Pong Pong has a spy

who is on the board of Ping Ping. Assume that Ping Ping’s spy phones to say that Pong

Pong wants to produce x2 ¼ 60. Ping Ping’s board of directors reacts to this information

by suggesting a production of x1 ¼ 12. Pong Pong’s spy phones this number to his board

of directors and they decide to lower their production plan to x2 ¼ 26 2
3
, etc. We illustrate

this process in Figure 7.1, and see that ultimately this process converges to the inter-

section point ð32; 20Þ of both reaction curves. &

Nash (1950a, 1951) argued that this is a natural concept to be used in a non-cooperative

context. He defined the non-cooperative Nash equilibrium in the following way.

Definition 7.1

An admissible set of actions ðu�1; . . . ; u�NÞ is a Nash equilibrium for an N-player game,

where each player has a cost function Jiðu1; . . . ; uNÞ, if for all admissible ðu1; . . . ; uNÞ the
following inequalities hold:

Jiðu�1; . . . ; u�i�1; u
�
i ; u

�
iþ1; . . . ; u

�
NÞ � Jiðu�1; . . . ; u�i�1; ui; u

�
iþ1; . . . ; u

�
NÞ; i ¼ 1; . . . ;N: &

Here admissibility is meant in the sense above mentioned. That is, uið:Þ belongs to some

restricted set, where this set depends on the information, �ið:Þ, which players have on the

game and the set of strategies, �i, which the players like to use to control the system.

So, the Nash equilibrium is defined such that it has the property that there is no incen-

tive for any unilateral deviation by any one of the players. Notice that in general one

cannot expect to have a unique Nash equilibrium. Moreover, it is easily verified that

whenever a set of actions ðu�1; . . . ; u�NÞ is a Nash equilibrium for a game with cost func-

tions Ji; i ¼ 1; . . . ;N, these actions also constitute a Nash equilibrium for the game with

cost functions �iJi; i ¼ 1; . . . ;N, for every choice of �i > 0.

In the rest of this chapter we will be dealing with the so-called open-loop information

structure. That is, the case where every player knows at time t 2 ½0; T � just the initial state
x0 and the model structure (usually denoted with �iðtÞ ¼ x0). This scenario can be
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Figure 7.1 Non-cooperative Nash equilibrium
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interpreted as being that the players simultaneously determine their actions, and then

submit their actions to some authority who then enforces these plans as binding

commitments.

7.1 Introduction

Particularly in economics, there is an increasing interest in the study of problems using a

dynamic game theoretical setting. In the area of environmental economics and macroeco-

nomic policy coordination this is a very natural framework in which to model problems

(for example, de Zeeuw and van der Ploeg (1991), Mäler (1992), Kaitala, Pohjola and

Tahvonen (1992), Dockner et al. (2000), Tabellini (1986), Fershtman and Kamien (1987),

Petit (1989), Levine and Brociner (1994), van Aarle, Bovenberg and Raith (1995),

Douven and Engwerda (1995), van Aarle, Engwerda and Plasmans (2002)). In policy

coordination problems, for example, usually two basic questions arise: first, are policies

coordinated and, second, which information do the participating parties have. Usually

both these points are rather unclear and, therefore, strategies for different possible scena-

rios are calculated and compared with each other. Often, one of these scenarios is the

open-loop scenario. Obviously, since according to this scenario the participating parties

cannot react to each other’s policies, its economic relevance is mostly rather limited.

However, as a benchmark to see how much parties can gain by playing other strategies, it

plays a fundamental role. Due to its analytic tractability the open-loop Nash equilibrium

strategy is, in particular, very popular for problems where the underlying model can be

described by a set of linear differential equations and the individual objectives can be

approximated by functions which quadratically penalize deviations from some equili-

brium targets. Under the assumption that the parties have a finite-planning horizon, this

problem was first modeled and solved in a mathematically rigorous way by Starr and Ho

(1969a). However, due to some inaccurate formulations it is, even in current literature, an

often encountered misunderstanding that this problem always has a unique Nash equili-

brium which can be obtained in terms of the solutions of a set of coupled matrix differ-

ential equations resembling (but more complicated than) the matrix Riccati equations

which arise in optimal control theory. Eisele (1982), who extended the Hilbert space

approach of this problem taken by Lukes and Russell (1971), had already noted that there

were some misleading formulations in the literature. However, probably due to the rather

abstract approach he took, this point was not noted in the mainstream literature. So, in

other words, situations do exist where the set of coupled matrix differential equations has

no solution, whereas the game does have an equilibrium. In section 7.2 we will present

such an example and use the Hamiltonian approach to analyze the problem. In addition to

its simplicity this approach has the advantage that it also permits an elementary study of

convergence of the equilibrium actions if the planning horizon expands. As in the theory

on optimal control we will show in section 7.6 that under some conditions it can be shown

that these actions converge. One nice property of this converged solution is, as we will

see, that it is rather easy to calculate and much easier to implement than any finite-

planning horizon equilibrium solution.

Apart from this computational point of view that the equilibrium actions are much

easier to implement and to analyze than those for a finite-planning horizon, there is also
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at least one other reason from economics to consider an infinite-planning horizon. In

economic growth theory it is usually difficult to justify the assumption that a firm

(or government) has a finite-planning horizon T – why should it ignore profits earned

after T, or utility of generations alive beyond T .

Two remarkable points we will see in sections 7.4 and 7.6 that may happen are: first,

though the problem may have a unique equilibrium strategy for an arbitrary finite-planning

horizon, there may exist more than one equilibrium solution for the infinite-planning

horizon case; second, the limit of this unique finite-planning horizon equilibrium solution

may not be a solution for the infinite-planning horizon problem. On the other hand, we

will see that it can easily be verified whether or not the limiting solution of the finite-

planning horizon problem also solves the infinite-planning horizon case. Furthermore, it is

shown that, if the participating parties discount their future objectives, then the finite-

planning horizon equilibrium solution converges to a limit which is generically the unique

solution to the infinite-plannning horizon case, if the discount factor is large enough.

Section 7.7 studies the scalar case which is of particular interest for many economic

applications. Both necessary and sufficient conditions are presented under which the

game will have an open-loop Nash equilibrium for all initial states. Moreover it is shown

that, if these conditions are satisfied, the equilibrium is unique if and only if the system

matrix A in equation (7.0.1) is non-positive. Furthermore we show that, under a mild

regularity condition, the finite-planning equilibrium solution can be obtained by solving

the set of Riccati differential equations and that the equilibrium solution converges to a

stationary stabilizing feedback policy which also solves the infinite-planning horizon

problem.

This chapter concludes by illustrating some of the developed theory in two economic

examples.

7.2 Finite-planning horizon

In this section we consider N players who try to minimize their individual quadratic per-

formance criterion (7.0.1), where the planning horizon T is finite. Each player controls a

different set of inputs ui to the single system, described by the differential equation

(7.0.2). The players have an open-loop information structure, �t ¼ x0; t 2 ½0; T �. That is,
the players already have to formulate their actions at the moment the system starts to

evolve and these actions cannot be changed once the system is running. Therefore, the

players have to minimize their performance criterion based on the information that they

only know the differential equation and its initial state. So, let

U ¼ fðu1ð:Þ; . . . ; uNð:Þ j ð7:0:1Þ has a solution in the extended sense on ½0; T�g:

Then,

�i ¼ fuið:Þ j uið:Þ ¼ fiðt; x0Þ and ðu1ð:Þ; . . . ; uNð:ÞÞ 2 Ug; i ¼ 1; . . . ;N:

Notice that this definition presupposes that players communicate their strategies in

the sense that they only choose actions for which the differential equation (7.0.1) has

an appropriately defined solution. This condition is trivially satisfied, for example,
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by assuming from the outset that the players only use bounded piecewise continuous

control functions.

We are looking for the Nash equilibria of this game. That is, for the combinations of

actions of all players which are secure against any attempt by one player to unilaterally

alter his strategy. Or, stated differently, for those set of actions which are such that if one

player deviates from his action he will only lose. In the literature on dynamic games

this problem is known as the open-loop Nash nonzero-sum linear quadratic differential

game and has been analyzed by several authors (for example Starr and Ho (1969a),

Simaan and Cruz (1973), Abou-Kandil and Bertrand (1986), Feucht (1994), Bas˛ar and

Olsder (1999), and Kremer (2002)). To avoid cumbersome notation, we will restrict the

analyses to the two-player case and just state for the most important results the general

N-player case. So, we concentrate on the system described by:

_xx ¼ Axþ B1u1 þ B2u2; xð0Þ ¼ x0; ð7:2:1Þ

where x is the n-dimensional state of the system, ui is an mi-dimensional (control) vector

player i; i ¼ 1; 2, can manipulate, x0 is the initial state of the system, A;B1, and B2 are

constant matrices of appropriate dimensions, and _xx denotes the time derivative of x.

The performance criteria player i, i ¼ 1; 2, aims to minimize are:

J1ðu1; u2Þ :¼
ðT
0

fxTðtÞQ1xðtÞ þ uT1 ðtÞR11u1ðtÞ þ uT2 ðtÞR12u2ðtÞgdt þ xTðTÞQ1TxðTÞ;

ð7:2:2Þ

and

J2ðu1; u2Þ :¼
ðT
0

fxTðtÞQ2xðtÞ þ uT1 ðtÞR21u1ðtÞ þ uT2 ðtÞR22u2ðtÞgdt þ xTðTÞQ2TxðTÞ;

ð7:2:3Þ

in which all matrices are symmetric and, moreover, Rii are positive definite.

Using the shorthand notation Si :¼ BiR
�1
ii BT

i , the following theorem can be stated (it is

proved in the Appendix at the end of this chapter).

Theorem 7.1

Consider matrix

M :¼
A �S1 �S2

�Q1 �AT 0

�Q2 0 �AT

2
4

3
5: ð7:2:4Þ

Assume that the two Riccati differential equations,

_KKiðtÞ ¼ �ATKiðtÞ � KiðtÞAþ KiðtÞSiKiðtÞ � Qi; KiðTÞ ¼ QiT ; i ¼ 1; 2; ð7:2:5Þ
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have a symmetric solution Kið:Þ on ½0; T �. Then, the two-player linear quadratic differ-

ential game (7.2.1)–(7.2.3) has an open-loop Nash equilibrium for every initial state x0 if

and only if matrix

HðTÞ :¼ ½I 0 0�e�MT
I

Q1T

Q2T

2
4

3
5 ð7:2:6Þ

is invertible. Moreover, if for every x0 there exists an open-loop Nash equilibrium then the

solution is unique. The unique equilibrium actions, as well as the associated state

trajectory, can be calculated from the linear two-point boundary-value problem

_yyðtÞ ¼ MyðtÞ; with Pyð0Þ þ QyðTÞ ¼ ½xT0 0 0�T : ð7:2:7Þ

Here

P ¼
I 0 0

0 0 0

0 0 0

2
4

3
5 and Q ¼

0 0 0

�Q1T I 0

�Q2T 0 I

2
4

3
5:

Denoting ½yT0 ðtÞ; yT1 ðtÞ; yT2 ðtÞ�
T :¼ yðtÞ, with y0 2 Rn, and yi 2 Rmi ; i ¼ 1; 2, the state

and equilibrium actions are

xðtÞ ¼ y0ðtÞ and uiðtÞ ¼ �R�1
ii BT

i yiðtÞ; i ¼ 1; 2;

respectively. &

Example 7.2

Consider the game defined by the system

_xxðtÞ ¼ 2xðtÞ þ u1ðtÞ þ u2ðtÞ; xð0Þ ¼ 1;

and cost functions

J1 ¼
ð3
0

fx2ðtÞ þ u21ðtÞgdt and J2 ¼
ð3
0

f4x2ðtÞ þ u22ðtÞgdt þ 5x2ð3Þ:

Then, using our standard notation, A¼ 2, Bi ¼Ri ¼ 1 (and thus Si ¼ 1Þ; i¼ 1;2, Q1 ¼ 1,

Q2 ¼ 4, Q1T ¼ 0 and Q2T ¼ 5.

Since Qi � 0 and QiT � 0; i ¼ 1; 2, the two Riccati differential equations (7.2.5) have

a solution on ½0; 3� (see Exercise 4, Chapter 5).

Furthermore, with

M ¼
2 �1 �1

�1 �2 0

�4 0 �2

2
4

3
5;
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the exponential of �M can be obtained by determining the eigenvalues and corresponding

eigenvectors of this matrix. Elementary calculations show that, with

S :¼
�1 0 5

�1 �1 �1

�4 1 �4

2
4

3
5 and; consequently; S�1 ¼ 1

30

�5 �5 �5

0 �24 6

5 �1 �1

2
4

3
5;

matrix �M can be factorized as

�M ¼ S

3 0 0

0 2 0

0 0 �3

2
4

3
5S�1:

Consequently,

Hð3Þ ¼ ½1 0 0�S
e9 0 0

0 e6 0

0 0 e�9

2
64

3
75S�1

1

0

5

2
64

3
75

¼ e9 6¼ 0:

So, Hð3Þ is invertible. Therefore, by Theorem 7.1, the game has a unique open-loop

Nash equilibrium.

The equilibrium actions are obtained by solving the two-point boundary-value problem

(see Theorem 7.1)

_yyðtÞ ¼ MyðtÞ; with Pyð0Þ þ Qe3Myð0Þ ¼ ½1 0 0�T :

From the boundary condition, Pyð0ÞþQe3Myð0Þ¼ ½1 0 0�T , it follows that

yð0Þ ¼ ½Pþ Qe3M��1½1 0 0�T

¼
1 0 0

0 0 0

0 0 0

2
64

3
75þ

0 0 0

0 1 0

�5 0 1

2
64

3
75S

e�9 0 0

0 e�6 0

0 0 e9

2
64

3
75S�1

2
64

3
75
�1

1

0

0

2
64

3
75

¼
1

1� 1=e3

4þ 1=e3

2
64

3
75:

So,

yðtÞ ¼ eMtyð0Þ ¼ S

e�3t 0 0

0 e�2t 0

0 0 e3t

2
64

3
75S�1

1

1� 1=e3

4þ 1=e3

2
64

3
75

¼
e�3t

e�3t � 1
e3
e�2t

4e�3t þ 1
e3
e�2t

2
64

3
75:
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Hence, the equilibrium actions are

u�1ðtÞ ¼ �e�3t þ 1

e3
e�2t and u�2ðtÞ ¼ �4e�3t � 1

e3
e�2t:

The resulting closed-loop system is xðtÞ¼ e�3t. &

Note

1. Notice that assumption (7.2.5) is equivalent to the statement that for both players

a linear quadratic control problem associated with this game problem should be solv-

able on ½0; T �. That is, the optimal control problem that arises if the action of his

opponent(s) are known must be solvable for each player.

2. Generically one may expect that, if an open-loop Nash equilibrium exists, the set of

Riccati differential equations (7.2.5) will have a solution on the closed interval ½0; T�.
For, suppose that ðu�1ð:Þ; u�2ð:ÞÞ is a Nash equilibrium. Then, in particular

J1ðu�1; u�2Þ � J1ðu1; u�2Þ:

Or, stated differently,

~JJ1ðu�1Þ � ~JJ1ðu1Þ;

where

~JJ1 ¼
ðT
0

f~xxTðtÞQ1~xxðtÞ þ uT1 ðtÞR11u1ðtÞgdt þ ~xxTðTÞQ1T~xxðTÞ;

and

_~xx~xx ¼ A~xxþ B1u1 þ B2u
�
2; ~xxð0Þ ¼ x0:

According to Theorem 5.8 this implies that the Riccati differential equation (7.2.5) has a

solution on the half-open interval ð0; T � (with i ¼ 1). In a similar way it also follows that

(7.2.5) has a solution on ð0; T� for i ¼ 2. So in most cases one expects that, if there is an

open-loop Nash equilibrium, the assumption that the set of Riccati differential equations

will have a solution on the closed interval ½0; T � will hold.
Finally notice that the assumption that these solutions of (7.2.5) exist on ½0; T�, together

with the assumption that the boundary-value problem (7.2.7) has a solution, implies that

there exists an open-loop Nash equilibrium. Therefore, the existence of an open-loop

Nash equilibrium is almost equivalent to the existence of a solution of the set of Riccati

differential equations (7.2.5) together with the existence of a solution of the two-point

boundary-value problem (7.2.7). &
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Next consider the set of coupled asymmetric Riccati-type differential equations:

_PP1 ¼ �ATP1 � P1A� Q1 þ P1S1P1 þ P1S2P2; P1ðTÞ ¼ Q1T ð7:2:8Þ
_PP2 ¼ �ATP2 � P2A� Q2 þ P2S2P2 þ P2S1P1; P2ðTÞ ¼ Q2T ð7:2:9Þ

Note

1. In the sequel the notation Piðt; TÞ is sometimes used to stress the fact that we are

dealing with solutions of equations (7.2.8) and (7.2.9) which have a boundary value

at t ¼ T .

2. Notice that the solutions PiðtÞ are, in general, not symmetric since both equations

(7.2.8) and (7.2.9) contain just a term PiSjPj and no corresponding term PjSjPi.

3. As for the standard Riccati equations which we encountered in the linear quadratic

optimal control problem, the solutions of equations (7.2.8) and (7.2.9) are time-

invariant. That is, if Piðt; TÞ exists on ½T � �; T�, for some � > 0, then also Piðt þ �;
T þ �Þ exists and equals Piðt; TÞ for t 2 ½T � �; T �. This follows by a direct inspection

of the differential equations. &

Let PiðtÞ satisfy this set of Riccati differential equations (7.2.8) and (7.2.9) and assume

that player i uses the action

uiðtÞ ¼ �R�1
ii BT

i PiðtÞ�ðt; 0Þx0

where �ðt; 0Þ is the solution of the transition equation

_��ðt; 0Þ ¼ ðA� S1P1ðtÞ � S2P2ðtÞÞ�ðt; 0Þ; �ð0; 0Þ ¼ I:

Define  iðtÞ :¼ PiðtÞ�ðt; 0Þx0. Then

_ i iðtÞ ¼ _PiPiðtÞ�ðt; 0Þx0 þ PiðtÞ _��ðt; 0Þx0:

Substitution of _PiPi from equations (7.2.8) and (7.2.9) and _��ðt; 0Þ gives

_ i i ¼ ð�ATPi � QiÞ�ðt; 0Þx0 ¼ �AT i � Qi�ðt; 0Þx0:

It is now easily verified that xðtÞ :¼ �ðt; 0Þx0,  1ðtÞ and  2ðtÞ satisfy the two-point

boundary-value problem (7.2.7), for an arbitrary choice of x0. So from Theorem 7.1 we

conclude the following.

Theorem 7.2

Assume:

1. that the set of coupled Riccati differential equations

_PP1 ¼ �ATP1 � P1A� Q1 þ P1S1P1 þ P1S2P2; P1ðTÞ ¼ Q1T ;

_PP2 ¼ �ATP2 � P2A� Q2 þ P2S2P2 þ P2S1P1; P2ðTÞ ¼ Q2T

has a solution Pi; i ¼ 1; 2, on ½0; T �; and
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2. that the two Riccati differential equations,

_KKiðtÞ ¼ �ATKiðtÞ � KiðtÞAþ KiðtÞSiKiðtÞ � QiðtÞ;KiðTÞ ¼ QiT ; i ¼ 1; 2;

have a symmetric solution Kið:Þ on ½0; T �.

Then the linear quadratic differential game (7.2.1)–(7.2.3) has unique open-loop Nash

equilibrium for every initial state. Moreover, the set of equilibrium actions is

given by:

u�i ðtÞ ¼ �R�1
ii BT

i PiðtÞ�ðt; 0Þx0; i ¼ 1; 2:

Here �ðt; 0Þ satisfies the transition equation

_��ðt; 0Þ ¼ ðA� S1P1 � S2P2Þ�ðt; 0Þ; �ðt; tÞ ¼ I: &

With

P :¼ P1

P2

� �
; D :¼ AT 0

0 AT

� �
; S :¼ S1 S2½ � and Q :¼ Q1

Q2

� �
;

the set of coupled Riccati equations (7.2.8) and (7.2.9) can be rewritten as the non-

symmetric matrix Riccati differential equation

_PP ¼ �DP� PAþ PSP� Q; PTðTÞ ¼ ½Q1T ; Q2T �:

From Chapter 5.3 we know that the solution of such a Riccati differential equation can

be obtained by solving a set of linear differential equations. In particular, if this linear

system of differential equations (7.2.10) can be analytically solved we also obtain an

analytic solution for ðP1;P2Þ. Due to this relationship it is possible to compute solutions

of (7.2.8) and (7.2.9) in an efficient reliable way using standard computer software

packages like MATLAB. From Theorem 5.12 we get the following corollary.

Corollary 7.3

The set of coupled Riccati differential equations (7.2.8) and (7.2.9) has a solution on

½0; T � if and only if the set of linear differential equations

_UUðtÞ
_VV1ðtÞ
_VV2ðtÞ

2
64

3
75 ¼ M

UðtÞ
V1ðtÞ
V2ðtÞ

2
64

3
75;

UðTÞ
V1ðTÞ
V2ðTÞ

2
64

3
75 ¼

I

Q1T

Q2T

2
64

3
75 ð7:2:10Þ

has a solution on ½0; T�, with Uð:Þ nonsingular. Moreover, if equations (7.2.10) have an

appropriate solution ðUð:Þ;V1ð:Þ;V2ð:ÞÞ, the solution of (7.2.8) and (7.2.9) is obtained

as PiðtÞ :¼ ViðtÞU�1ðtÞ; i ¼ 1; 2. &
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Example 7.3

Reconsider Example 7.2. By Theorem 7.2 the game has an equilibrium if, additional to

the regulator Riccati differential equations (7.2.5), the set of coupled Riccati differential

equations (7.2.8) and (7.2.9) has a solution on ½0;3�.
According to Corollary 7.3 the solution of this set of coupled Riccati differential

equations can be obtained by solving the linear differential equation

_yyðtÞ ¼
2 �1 �1

�1 �2 0

�4 0 �2

2
4

3
5yðtÞ; yð3Þ ¼

1

0

5

2
4

3
5:

From Example 7.2 it is easily seen that the solution of this differential equation is

yðtÞ ¼
�1 0 5

�1 �1 �1

�4 1 �4

2
64

3
75 e�3ðt�3Þ 0 0

0 e�2ðt�3Þ 0

0 e3ðt�3Þ

2
64

3
75 1

30

�5 �5 �5

0 �24 6

5 �1 �1

2
64

3
75

1

0

5

2
64

3
75

¼
e�3ðt�3Þ

e�3ðt�3Þ � e�2ðt�3Þ

4e�3ðt�3Þ þ e�2ðt�3Þ

2
64

3
75:

Obviously, e�3ðt�3Þ 6¼ 0 on ½0;3�. So, according to Corollary 7.3, the solution of the set

of coupled differential equations (7.2.8) and (7.2.9) is

P1ðtÞ ¼ ðe�3ðt�3Þ � e�2ðt�3ÞÞ=e�3ðt�3Þ ¼ 1� et�3;

P2ðtÞ ¼ ð4e�3ðt�3Þ þ e�2ðt�3ÞÞ=e�3ðt�3Þ ¼ 4þ et�3:

Next, consider the transition equation

_��ðtÞ ¼ ð2� P1ðtÞ � P2ðtÞÞ�ðtÞ; �ð0Þ ¼ 1:

Substitution of PiðtÞ; i¼ 1;2, into this transition equation shows that _��ðtÞ¼�3�ðtÞ;
�ð0Þ¼ 1. So, �ðtÞ¼ e�3t. Consequently, according to Theorem 7.2, the equilibrium

actions are

u�1ðtÞ ¼ �P1ðtÞe�3t ¼ �e�3t þ 1

e3
e�2t

and

u�2ðtÞ ¼ �P2ðtÞe�3t ¼ �4e�3t � 1

e3
e�2t:

These actions, of course, coincide with those we obtained in Example 7.2. &

The next example shows that situations exist where the set of Riccati differential equa-

tions (7.2.8) and (7.2.9) does not have a solution, whilst there does exist an open-loop

Nash equilibrium for the game.
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Example 7.4

Let

A ¼
�1 0

0 �5=22

� �
; B1 ¼

1 0

0 1

� �
; B2 ¼

1

0

� �
; Q1 ¼

1 0

0 0

� �
;

Q2 ¼
1 1

1 2

� �
; R11 ¼

1 1

1 2

� ��1

and R22 ¼ 1:

First notice that, since Qi are positive semi-definite, the two Riccati equations (7.2.5) have

a solution whenever QiT are positive semi-definite (see Chapter 5, Exercise 4 again).

Now, choose T ¼ 0:1. Then, numerical calculation shows that

Hð0:1Þ ¼
1:1155 0:0051

0:0051 1:0230

� �
þ

0:1007 0:1047

0:0964 0:2002

� �
Q1T þ

0:1005 0

0:0002 0

� �
Q2T

:¼ V

I

Q1T

Q2T

2
64

3
75:

Now, choose

Q1T ¼ 1 h1
h1 h21 þ 1

� �
;

with

h1 ¼
�Vð1; 2Þ � Vð2; 3Þ � Vð2; 5Þ � 10

Vð2; 4Þ ;

and

Q2T ¼
10 h2

h2
h2
2
þ1

10

� �
;

with

h2 ¼
�Vð2; 2Þ � Vð2; 3Þ � Q1Tð1; 2Þ � Vð2; 4Þ � Q1Tð2; 2Þ

Vð2; 5Þ :

Then, clearly, both Q1T and Q2T are positive definite whereas the last row of Hð0:1Þ
contains, by construction, only zeros. That is,

Hð0:1Þ ¼ 2:1673 �752:6945
0 0

� �

is not invertible.
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So, according to Theorem 7.1, the game does not have a unique open-loop Nash equili-

brium for every initial state. Using the converse statement of Theorem 7.2, this implies

that the corresponding set of Riccati differential equations has no solution.

Next consider Hð0:11Þ. Numerical calculation shows that with the system parameters

as chosen above, Hð0:11Þ is invertible. So, by Theorem 7.1 again, the game has an open-

loop Nash equilibrium at T ¼ 0:11. Since in this example Piðt; 0:1Þ does not exist for all
t 2 ½0; 0:1�, we conclude (see Note following equation (7.2.9)) that Piðt; 0:11Þ does not
exist for all t 2 ½0:01; 0:11�. So, the game does have a solution, whereas the set of Riccati

differential equations (7.2.8) and (7.2.9) has no solution. &

Notice that the above theorems are in fact local results. That is, they just make state-

ments concerning the existence of an equilibrium strategy for a fixed endpoint T in time.

Next, we consider for a fixed time interval ½0; t1� the question under which conditions

for every T 2 ½0; t1� there will exist an open-loop Nash equilibrium on the interval ½0; T �.
In the Appendix to this chapter it is shown that, under the assumption that both

corresponding individual regular linear quadratic control problems have a solution, the

open-loop game has a solution if and only if the coupled set of Riccati equations (7.2.8)

and (7.2.9) has a solution.

Theorem 7.4

Assume that the two Riccati differential equations (7.2.5) have a solution on ½0; t1�. Then,
for all T 2 ½0; t1� the game defined on the interval ½0; T � has an open-loop Nash

equilibrium for all x0 if and only if the set of Riccati differential equations (7.2.8) and

(7.2.9) has a solution on the interval ½0; t1�. &

From Note 2 following Example 7.2, we infer that in the above theorem the assumption

that both individual linear quadratic control problems should have a solution can be

dropped if we lower our ambitions and only require the existence of a solution of the

game during an open time interval. Combining the results of Theorem 7.1, Theorem 7.4

and Note 2, yields the following proposition.

Proposition 7.5

The following statements are equivalent.

1. For all T 2 ½0; t1Þ there exists for all x0 a unique open-loop Nash equilibrium for the

two-player linear quadratic differential game (7.2.1) and (7.2.2).

2. The following two conditions hold on ½0; t1Þ.

(a) HðtÞ is invertible for all t 2 ½0; t1Þ.
(b) The two Riccati differential equations (7.2.5) have a solution Kið0; TÞ for all

T 2 ½0; t1Þ.

3. The next two conditions hold on ½0; t1Þ.
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(a) The set of coupled Riccati differential equations (7.2.8) and (7.2.9) has a solution

ðP1ð0; TÞ;P2ð0; TÞÞ for all T 2 ½0; t1Þ.
(b) The two Riccati differential equations (7.2.5) have a solution Kið0; TÞ for all

T 2 ½0; t1Þ.

Moreover, if either one of the above conditions is satisfied the equilibrium is unique.

&

Example 7.5

Consider the finite-planning horizon version of the dynamic duopoly game with sticky

prices (see Example 3.24):

_ppðtÞ ¼ c� s1pðtÞ � s2ðv1 þ v2Þ; pð0Þ ¼ p0;

where pðtÞ denotes the price of the product and vi is the output rate of company i, together

with the profit functions

Jiðv1; v2Þ ¼
ðT
0

pðtÞviðtÞ � civiðtÞ �
1

2
v2i ðtÞ

� �
dt:

Here all parameters c;s1;s2;p0 and ci are positive. Introducing as state variable xðtÞ :¼
½pðtÞ 1�T and uiðtÞ :¼ viðtÞþ2½�1

2
1
2
ci�xðtÞ, the above maximization problems can be

rewritten as

min
ui

Jiðu1; u2Þ ¼
1

2

ðT
0

xTðtÞ �1 ci
ci �c2i

� �
xðtÞ þ u2i ðtÞ

� �
dt

subject to

_xxðtÞ ¼ �ðs1 þ 2s2Þ cþ s2ðc1 þ c2Þ
0 0

� �
þ �s2

0

� �
u1 þ

�s2
0

� �
u2:

So, using Proposition 7.5, it is then easily verified that for all T 2 ½0; t1Þ the game has for

all p0 a unique open-loop Nash equilibrium if with

A :¼ �ðs1 þ 2s2Þ cþ s2ðc1 þ c2Þ
0 0

� �
; Si :¼ 2s22 0

0 0

� �
and Qi :¼

1

2

�1 ci
ci �c2i

� �

the following sets of differential equations have a solution Pið:Þ and Kið:Þ on ð0; t1�; i¼
1;2, respectively.

1. The set of coupled Riccati differential equations

_PP1 ¼ �ATP1 � P1A� Q1 þ P1S1P1 þ P1S2P2; P1ðTÞ ¼ 0;

_PP2 ¼ �ATP2 � P2A� Q2 þ P2S2P2 þ P2S1P1; P2ðTÞ ¼ 0:

Finite-planning horizon 275



2. The two Riccati differential equations

_KKiðtÞ ¼ �ATKiðtÞ � KiðtÞAþ KiðtÞSiKiðtÞ � QiðtÞ;KiðTÞ ¼ 0; i ¼ 1; 2:

Moreover, the equilibrium actions are then:

vi ¼ ½s2 0�PixðtÞ � 2 � 1

2

1

2
ci

� �
xðtÞ:

Let KiðtÞ ¼:
ki1 ki2
ki2 ki3

� �
. Elementary calculation shows that Ki is obtained by solving, for

i ¼ 1; 2, the three differential equations:

_kki1ðtÞ ¼ 2aki1ðtÞ þ hk2i1ðtÞ þ
1

2
; ki1ðTÞ ¼ 0;

_kki2ðtÞ ¼ ðaþ hki1ðtÞÞki2ðtÞ � bki1ðtÞ �
1

2
ci; ki2ðTÞ ¼ 0;

_kki3ðtÞ ¼ �2bki2ðtÞ þ hk2i2ðtÞ þ
1

2
c2i ; ki3ðTÞ ¼ 0;

where we introduced the notations a :¼ s1þ2s2, b :¼ cþ s2ðc1þ c2Þ and h :¼ 2s22. Notice

that once we determined ki1ð:Þ from the first differential equation, the other two

differential equations are linear in ki2 and ki3, respectively. Since a> 0 one can easily

verify that the first differential equation for ki1 always has a solution. In fact one can

explicitly determine this continuous solution (see Example 8.3). Consequently, these

differential equations always have a unique solution on ð0;T �, i¼ 1;2: Therefore, the
game has an equilibrium for all p0 if Pið:Þ; i¼ 1;2, exists on ð0;T�.

If c1 ¼ c2 the game is completely symmetric. By considering the differential equation

for P1 � P2, it is easily shown that for this special case P1 and P2 coincide. Furthermore,

it follows directly from the fact that both Si and Qi are symmetric that Pi will be

symmetric too. Using these facts in set 1 (above), straightforward calculations then

show that the solution for Pi is obtained by solving the same set of equations as for kij.

Only the parameter h has to be replaced by h :¼ 4s22 in these equations. Similarly it then

follows rather straightforwardly that the game always has a unique equilibrium in this

case. In Figure 7.2 we sketch the equilibrium state and control trajectories if one chooses

s1 ¼ s2 ¼ c1 ¼ c2 ¼ 1, c ¼ 5, T ¼ 10 and pð0Þ ¼ 2. These are obtained by solving

t

p(.)

vi (.)

p, vi

1 2 3 4 5 6 7 8 9

1

2

Figure 7.2 Some optimal state and control trajectories for Example 7.5
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numerically the two-point boundary-value problem (7.2.7). We see that the trajectories

initially converge rapidly towards some steady-state value ( pðtÞ approximately 2.7 and

viðtÞ approximately 1.6). Since the considered planning horizon is finite, we observe that

at the end of the planning horizon all trajectories show a steady decline again. &

We conclude this section by considering the so-called two-person zero-sum differential

game. In this game there is a single objective function, which one player likes to

minimize and the other player likes to maximize. So in a two-person zero-sum game the

gains of one player incur a loss to the other player. Examples which fit into this frame-

work are, for example, the rope-pulling game, the division of a finite resource between

two players and the pursuit–evasion game. By applying the theorems and proposition

above to this special case, the analogues are obtained for the open-loop zero-sum linear

quadratic game. As an example we will elaborate the analogue of Proposition 7.5.

Proposition 7.6 (Open-loop zero-sum
differential game)

Consider the differential game described by

_xxðtÞ ¼ AxðtÞ þ B1u1ðtÞ þ B2u2ðtÞ; xð0Þ ¼ x0;

with, for player one, the quadratic cost function:

J1ðu1; u2Þ ¼
ðT
0

fxTðtÞQxðtÞ þ uT1 ðtÞR1u1ðtÞ � uT2 ðtÞR2u2ðtÞgdt þ xTðTÞQTxðTÞ;

and, for player two, the opposite objective function

J2ðu1; u2Þ ¼ �J1ðu1; u2Þ;

where the matrices Q, QT and Ri; i ¼ 1; 2, are symmetric. Moreover, assume that

Ri; i ¼ 1;2, are positive definite. Then, for all T 2 ½0; t1Þ, this zero-sum linear quadratic

differential game has for every initial state an open-loop Nash equilibrium if and only if

the following two conditions hold on ½0; t1Þ.

1. The Riccati differential equation

_PPðtÞ ¼ �ATP� PA� Qþ PðS1 � S2ÞP; PðTÞ ¼ QT ð7:2:11Þ

has a symmetric solution Pð0; TÞ for all T 2 ½0; t1Þ.

2. The two Riccati differential equations

_KK1ðtÞ ¼ �ATK1ðtÞ � K1ðtÞAþ K1ðtÞS1K1ðtÞ � Q; K1ðTÞ ¼ QT ð7:2:12Þ
_KK2ðtÞ ¼ �ATK2ðtÞ � K2ðtÞAþ K2ðtÞS2K2ðtÞ þ Q; K2ðTÞ ¼ �QT ; ð7:2:13Þ

have a solution Kið0; TÞ for all T 2 ½0; t1Þ.
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Moreover, if the above conditions are satisfied the equilibrium is unique. In that case the

equilibrium actions are

u�1ðtÞ ¼ �R�1
1 BT

1PðtÞ�ðt; 0Þx0 and u�2ðtÞ ¼ R�1
2 BT

2PðtÞ�ðt; 0Þx0:

Here �ðt; 0Þ satisfies the transition equation

_��ðt; 0Þ ¼ ðA� ðS1 � S2ÞPðtÞÞ�ðt; 0Þ; �ðt; tÞ ¼ I:

Proof

According to Proposition 7.5 this game has for every T 2 ½0; t1Þ an open-loop Nash

equilibrium for every initial state if and only if the following two coupled Riccati

differential equations have a solution Pið0; TÞ, i ¼ 1; 2, for all T 2 ½0; t1Þ

_PP1ðtÞ¼�ATP1ðtÞ�P1ðtÞA�QþP1ðtÞS1P1ðtÞþP1ðtÞS2P2ðtÞ; P1ðTÞ¼QT ð7:2:14Þ
_PP2ðtÞ¼�ATP2ðtÞ�P2ðtÞAþQþP2ðtÞS2P2ðtÞþP2ðtÞS1P1ðtÞ; P2ðTÞ¼�QT ð7:2:15Þ

and the two Riccati differential equations (7.2.12) and (7.2.13) have a solution Kið0; TÞ
for all T 2 ½0; t1Þ. Adding (7.2.14) to (7.2.15) gives the following differential equation in

ðP1 þ P2ÞðtÞ:

dðP1 þ P2ÞðtÞ
dt

¼ �ATðP1 þ P2ÞðtÞ � ðP1 þ P2ÞðtÞAþ ðP1 þ P2ÞðtÞðS1P1ðtÞ þ S2P2ðtÞÞ;

ðP1 þ P2ÞðTÞ ¼ 0:

Obviously ðP1 þ P2Þð:Þ ¼ 0 satisfies this differential equation. Since the solution to this

differential equation is unique, we conclude that P1ðtÞ ¼ �P2ðtÞ. Substitution of this into

equation (7.2.14) then shows that equations (7.2.14) and (7.2.15) have a solution Pið0; TÞ
for all T 2 ½0; t1Þ if and only if equation (7.2.11) has a solution Pð0; TÞ for all T 2 ½0; t1Þ.
The symmetry of Pð0; TÞ follows directly from the symmetry of QT (see section 5.2). The

corresponding equilibrium strategies then follow directly from Theorem 7.2. &

7.3 Open-loop Nash algebraic Riccati equations

In this section we consider the set of algebraic equations corresponding to the Riccati

differential equations (7.2.8) and (7.2.9). Using the shorthand notation Si :¼ BiR
�1
i Bi

again, this set of coupled algebraic Riccati equations (ARE) is given by

0 ¼ Q1 þ ATP1 þ P1A� P1S1P1 � P1S2P2; ð7:3:1Þ
0 ¼ Q2 þ ATP2 þ P2A� P2S2P2 � P2S1P1: ð7:3:2Þ

As we will see in the next section this set of coupled equations plays an important role in

solving the infinite horizon open-loop Nash differential game. Some elementary rewriting
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shows that this set of coupled Riccati equations can be rewritten as a ‘standard’ algebraic

Riccati equation. With

Q :¼ Q1

Q2

� �
; A2 :¼

A 0

0 A

� �
; A1 :¼ A; S :¼ S1 S2½ � and X :¼ P1

P2

� �

the above set of algebraic Riccati equations (7.3.1) and (7.3.2) can be rewritten as

Qþ AT
2X þ XA1 � XSX ¼ 0: ð7:3:3Þ

Obviously, this algebraic Riccati equation differs from the Riccati equations we have

encountered so far in that matrix A2 differs from A1, the dimensions of both these matrices

Ai; i ¼ 1; 2, differ and matrix X is not square anymore. Remember that we called a solu-

tion of the symmetric Riccati equation (5.4.4) stabilizing if the matrix A� SX is stable.

Taking a purely algebraic point of view one can then discern two analogues of this

stabilizing solution concept here. First, one can call a solution X of the nonsymmetric

algebraic Riccati equation (7.3.3) stabilizing if all eigenvalues of matrix A� SX have a

negative real part. However, by transposition of this equation (7.3.3), for the same reason

one can call a solution X stabilizing if the matrix A2 � STXT is stable. Obviously, from

our application point of view, this approach is less appealing. In fact one can associate

with these transposed matrices a so-called dual system which sometimes works well in

the analysis of system properties. Although this relationship will not be exploited in

the analysis pursued in this chapter it turns out that both notions of stabilizability play a

role later on. In particular, the latter stabilizability property plays a role in characterizing

uniqueness of equilibria. Definition 7.2(a) introduces the concept of stabilizability as one

would expect. Definition 7.2(b)(ii) states that the spectrum of the controlled dual system

should be in the closed right-half of the complex plane.

Definition 7.2

A solution ðP1;P2Þ of the set of algebraic Riccati equations (7.3.1) and (7.3.2) is called

(a) stabilizing, if �ðA� S1P1 � S2P2Þ � C�;

(b) strongly stabilizing if

(i) it is a stabilizing solution, and

(ii)

�
�AT þ P1S1 P1S2

P2S1 �AT þ P2S2

� �� �
� Cþ

0 : ð7:3:4Þ

&

According to section 2.7 the set of solutions of the symmetric algebraic Riccati equation

(5.4.4) is tightly connected to the set of invariant subspaces of an associated Hamiltonian

matrix H. In fact the analysis performed there can be copied to a large extent for the

asymmetric case. To that end, we first rewrite equation (7.3.3) as

½I X� Q AT
2

A1 �S

� �
I

X

� �
¼ 0:
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Then, following the analysis of section 2.7, equation (7.3.3) has a solution X if and only

if there exists a matrix � 2 Rn�n such that

A1 �S

�Q �AT
2

� �
I

X

� �
¼ I

X

� �
�:

Along the lines of the proofs of Theorem 2.29 and Theorem 2.30, with matrix

M :¼
A �S1 �S2

�Q1 �AT 0

�Q2 0 �AT

2
4

3
5; ð7:3:5Þ

the following two analogues of these two theorems result.

Theorem 7.7

Let V � R3n be an n-dimensional invariant subspace of M, and let Xi 2 Rn�n; i ¼ 0; 1; 2,
be three real matrices such that

V ¼ Im

X0

X1

X2

2
4

3
5:

If X0 is invertible, then Pi :¼ XiX
�1
0 ; i ¼ 1; 2, is a solution to the set of coupled Riccati

equations (7.3.1) and (7.3.2) and �ðA� S1P1 � S2P2Þ ¼ �ðM jVÞ. Furthermore, the

solution ðP1;P2Þ is independent of the specific choice of basis of V . &

Theorem 7.8

Let Pi 2 Rn�n; i ¼ 1; 2, be a solution to the set of coupled Riccati equations (7.4.1) and

(7.4.2). Then there exist matrices Xi 2 Rn�n; i ¼ 0; 1; 2, with X0 invertible, such that

Pi ¼ XiX
�1
0 . Furthermore, the columns of

X0

X1

X2

2
4

3
5 form a basis of an n-dimensional

invariant subspace of M. &

So, a similar relationship holds as in the symmetric case (cf. section 2.7). That is, the set

of solutions of the algebraic Riccati equations (7.3.1) and (7.3.2) is tightly connected to

the set of invariant subspaces of matrix M (which can be calculated from its generalized

eigenspaces).

Introducing a separate notation for the set of M-invariant subspaces

Minv :¼ fT j MT � T g

it follows from the above Theorems 7.7 and 7.8 that the following set of graph subspaces

plays a crucial role

Ppos :¼ P 2 Minv j P 	 Im

0 0

I 0

0 I

2
4

3
5 ¼ R3n

8<
:

9=
;:
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Notice that elements in the set Ppos can be calculated using the set of matrices

Kpos :¼ K 2 R3n�n j Im K 	 Im

0 0

I 0

0 I

2
4

3
5 ¼ R3n

8<
:

9=
;:

Every element of Ppos defines exactly one solution of (ARE). By Corollary 2.25 the set

of M-invariant subspaces contains only a finite number of elements if and only if the

geometric multiplicities of all eigenvalues of M is one. Therefore if all eigenvalues of

M have a geometric multiplicity one, equations (7.3.1) and (7.3.2) will have at most a

finite number of solutions.

Another conclusion which immediately follows from Theorems 7.7 and 7.8 is

Corollary 7.9.

Corollary 7.9

Equations (7.3.1) and (7.3.2) have a set of stabilizing solutions ðP1;P2Þ if and only if

there exists an M-invariant subspace P in Ppos such that Re � < 0 for all � 2 �ðM jPÞ.
&

To illustrate some of the above mentioned properties, reconsider Example 7.4.

Example 7.6

It can be shown analytically that both 5
22

and 1
2
are eigenvalues of M with algebraic

multiplicity 2 and 1, respectively. Numerical calculations show that the other eigen-

values of M are 1:8810; 0:1883 and �1:7966. Rearranging the eigenvalues as
5
22
;1:8810;0:1883;1

2
;�1:7966

� �
, M has the following corresponding generalized eigen-

spaces:

T 11 ¼ SpanfT11g where T11 ¼ ½0; 0; 0; 0; 0; 1�T ,

T 12 ¼ SpanfT11 T12g where T12 ¼ ½�0:2024; 0:6012; �0:2620; �0:0057; 0:5161; 0�T ,

T 2 ¼ SpanfT2g where T2 ¼ ½�0:3726; �0:2006; 0:4229; 0; 0:6505; 0:4679�T ,

T 3 ¼ SpanfT3g where T3 ¼ ½0:0079; �0:0234; 0:0097; 0; �0:0191; �0:9995�T ,

T 4 ¼ SpanfT4g where T4 ¼ ½0:0580; �0:1596; 0:1160; 0; �0:2031; 0:9573�T , and

T 5 ¼ SpanfT5g where T5 ¼ ½�0:7274; �0:1657; �0:2601; 0; �0:3194; �0:5232�T .

Notice that T 12 62 Ppos since it violates the rank condition. For the same reason it is clear

that no invariant subspace of Ppos can contain T 11. Therefore, there exist at most
4

2

� �
¼ 6

different two-dimensional graph subspaces. Obviously, none of the potential graph sub-

spaces implied by these solutions will stabilize the closed-loop system matrix. It can be

numerically easily verified that all these six solutions satisfy the rank condition and, thus,

are indeed graph subspaces. So, the set of algebraic Riccati equations (7.3.1) and (7.3.2)

has six different solutions, none of which is stabilizing.
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As an example consider

X

Y

Z

2
4

3
5 :¼ ½T 2 T 3�. This yields the solution

P1 ¼ YX�1 ¼ 0:4229 0:0097
0 0

� �
�0:3726 0:0079
�0:2006 �0:0234

� ��1

and

P2 ¼ ZX�1 ¼ 0:6505 �0:0191
0:4679 �0:9995

� �
�0:3726 0:0079
�0:2006 �0:0234

� ��1

:

The eigenvalues of the closed-loop system matrix A�S1P1�S2P2 are f1:8810;0:1883g.
It is easily verified that the rank of the first two rows of every other candidate solution

is also two. Consequently the set of algebraic Riccati equations (7.3.1) and (7.3.2) has

six different solutions, none of which is stabilizing. &

By replacing matrix A by �A in the above example the sign of the eigenvalues of matrix

M reverses. It is then numerically easily verified that matrix M has six different graph

subspaces which all provide stabilizing solutions of the algebraic Riccati equation. So, in

general, the set of algebraic Riccati equations (7.3.1) and (7.3.2) does not have a unique

stabilizing solution. The following theorem shows, however, that it does have a unique

strongly stabilizing solution (provided there exists such a solution).

Theorem 7.10

1. The set of algebraic Riccati equations (7.3.1) and (7.3.2) has a strongly stabilizing

solution ðP1;P2Þ if and only if matrix M has an n-dimensional stable graph subspace

and M has 2n eigenvalues (counting algebraic multiplicities) in Cþ
0 .

2. If the set of algebraic Riccati equations (7.3.1) and (7.3.2) has a strongly stabilizing

solution, then it is unique.

Proof

1. Assume that equations (7.3.1) and (7.3.2) have a strongly stabilizing solution ðP1;P2Þ.
Then (see Theorem 2.33 or Kremer (2002)), with

T :¼
I 0 0

�P1 I 0

�P2 0 I

2
4

3
5 and consequently T�1 ¼

I 0 0

P1 I 0

P2 0 I

2
4

3
5;

we have that

TMT�1 ¼
A� S1P1 � S2P2 S1 S2

0 P1S1 � AT P1S2
0 P2S1 P2S2 � AT

2
4

3
5:

282 Non-cooperative open-loop information games



Since ðP1;P2Þ is a strongly stabilizing solution by Definition 7.2 matrix M has exactly

n stable eigenvalues and 2n eigenvalues (counted with algebraic multiplicities) in Cþ
0 .

Furthermore, obviously, the stable subspace is a graph subspace. The converse state-

ment is obtained similarly using the result of Theorem 7.7.

2. Using the result from item 1 above, Corollary 7.9 shows that there exists exactly one

stabilizing solution. So, our solution ðP1;P2Þ must be unique, which concludes the

proof. &

7.4 Infinite-planning horizon

In this section we assume that the performance criterion player i ¼ 1; 2, likes to mini-

mize is:

lim
T!1

Jiðx0; u1; u2; TÞ ð7:4:1Þ

where

Ji ¼
ðT
0

fxTðtÞQixðtÞ þ uTi ðtÞRiuiðtÞgdt;

subject to the familiar dynamic state equation

_xxðtÞ ¼ AxðtÞ þ B1u1ðtÞ þ B2u2ðtÞ; xð0Þ ¼ x0: ð7:4:2Þ

Here matrix Ri is again positive definite and Qi symmetric, i ¼ 1; 2.
We assume that the matrix pairs ðA;BiÞ; i ¼ 1; 2, are stabilizable. So, in principle,

each player is capable of stabilizing the system on their own.

The scrap value has been dropped here for the same reason as in the linear quadratic

control problem. The inclusion of player j0s control efforts into player i0s cost function
has been dropped because, as in the finite-planning horizon case, this term drops out in

the analysis. So, for convenience, this term is skipped here from the outset.

The information both players have at the beginning of the game is similar to the finite-

planning horizon case. Each player only knows the initial state of the system. The admis-

sible control actions are now functions of time, where time runs from zero to infinity.

Since we only like to consider those outcomes of the game that yield a finite cost to both

players and the players are assumed to have a common interest in stabilizing the system,

we restrict ourselves to functions belonging to the set (see section 5.3)

Usðx0Þ ¼ u 2 L2;loc j Jiðx0; uÞ exists in R [ f�1;1g; lim
t1

xðtÞ ¼ 0
n o

;

where L2;loc is the set of locally square-integrable functions, i.e.

L2;loc ¼ u½0;1Þ j 8T > 0;

ðT
0

uTðsÞuðsÞds <1
� �

:
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Notice that Usðx0Þ depends on the inital state of the system. For simplicity of notation we

omit, however, this dependency. Moreover, a proviso similar to the one we made for the

finite-planning horizon case applies here. That is, the restriction to this set of control

functions requires some form of communication between the players.

In the Appendix at the end of this chapter the following theorem is proved.

Theorem 7.11

Consider matrix

M ¼
A �S1 �S2

�Q1 �AT 0

�Q2 0 �AT

2
4

3
5: ð7:4:3Þ

If the linear quadratic differential game (7.4.1) and (7.4.2) has an open-loop Nash

equilibrium for every initial state, then the following statements are true.

1. M has at least n stable eigenvalues (counted with algebraic multiplicities). In parti-

cular, there exists a p-dimensional stableM-invariant subspace S, with p � n, such that

Im

I

V1

V2

2
4

3
5 � S;

for some Vi 2 Rn�n.

2. The two algebraic Riccati equations,

Qi þ ATKi þ KiA� KiSiKi ¼ 0; ð7:4:4Þ

have a symmetric solution Kið:Þ such that A� SiKi is stable, i ¼ 1; 2.

Conversely, if the two algebraic Riccati equations (7.4.4) have a stabilizing solution

and vTðtÞ ¼: ½xTðtÞ;  T
1 ðtÞ;  T

2 ðtÞ� is an asymptotically stable solution of

_vvðtÞ ¼ MvðtÞ; xð0Þ ¼ x0;

then

u�i :¼ �R�1
i BT

i  iðtÞ; i ¼ 1; 2;

provides an open-loop Nash equilibrium for the linear quadratic differential game (7.4.1)

and (7.4.2). &

Note

From this theorem one can draw a number of conlusions concerning the existence of

open-loop Nash equilibria. A general conclusion is that this number depends critically on

the eigenstructure of matrix M. We will distinguish some cases. To that end, let s denote

the number (counting algebraic multiplicities) of stable eigenvalues of M.
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1. If s < n, for some initial state there still may exist an open-loop Nash equilibrium.

Consider, for example, the case that s ¼ 1. Then, for every x0 2 Span ½I; 0; 0�v,
where v is an eigenvector corresponding with the stable eigenvalue, the game has a

Nash equilibrium.

2. If s � 2, the situation might arise that for some initial states there exist an infinite

number of equilibria. A situation in which there are an infinite number of Nash equili-

brium actions occurs if, for example, v1 and v2 are two independent eigenvectors in the

stable subspace ofM for which ½I; 0; 0�v1 ¼ �½I; 0; 0�v2, for some scalar �. In such a
situation,

x0 ¼ �½I; 0; 0�v1 þ ð1� �Þ�½I; 0; 0�v2;

for an arbitrary scalar � 2 R. The resulting equilibrium control actions, however,

differ for each � (apart from some exceptional cases).

3. If matrixM has a stable graph subspace, S, of dimension s > n, for every initial state x0
there exists, generically, an infinite number of open-loop Nash equilibria. For, let

fb1; . . . ; bsg be a basis for S. Denote di :¼ ½I; 0; 0�bi, and assume (without loss of

generality) that Span½d1; . . . ; dn� ¼ Rn. Then, dnþ1 ¼ �1d1 þ � � � þ �ndn for some

�i; i ¼ 1; . . . ; n. Elementary calculations (see also the proof of Theorem 7.16)

show then that every x0 can be written as both x0;1 ¼ �1d1 þ � � � þ �ndn and as x0;2 ¼
	1d1 þ � � � þ 	nþ1dnþ1, where 	nþ1 6¼ 0. So, x0 ¼ �x0;1 þ ð1� �Þx0;2 for an arbitrary

choice of the scalar �. Since the vectors fb1; . . . ; bnþ1g are linearly independent, it

follows that for every �, the vector bð�Þ :¼ �ð�1b1 þ � � � þ �nbnÞ þ ð1� �Þ
ð	1b1 þ � � � þ 	nþ1bnþ1Þ differs. So, generically, the corresponding equilibrium control

actions induced by this vector bð�Þ ðvia _vvðtÞ ¼ MvðtÞ; vð0Þ ¼ bð�ÞÞ will differ. &

It is tempting to believe that, under the conditions posed in the above Theorem 7.11,

matrixM will always have an n-dimensional graph subspace S. In the Appendix at the end

of this chapter it is shown that, if the equilibrium control actions allow for a feedback

synthesis1, this claim is correct.

Theorem 7.12

Assume the linear quadratic differential game (7.4.1) and (7.4.2) has an open-loop Nash

equilibrium for every initial state and the equilibrium control actions allow for a feedback

synthesis. Then the following statements are true.

1. M has at least n stable eigenvalues (counted with algebraic multiplicities). In

particular, for each such Nash equilibrium there exists a uniquely determined

n-dimensional stable M-invariant subspace

Im

I

V1

V2

2
4

3
5

for some Vi 2 Rn�n.

1That is, the closed-loop dynamics of the game can be described by: _xxðtÞ ¼ FxðtÞ; xð0Þ ¼ x0 for
some constant matrix F.
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2. The two algebraic Riccati equations,

Qi þ ATKi þ KiA� KiSiKi ¼ 0;

have a symmetric solution Kið:Þ such that A� SiKi is stable, i ¼ 1; 2. &

By Theorem 7.7, Theorem 7.12 item 1 implies that the set of coupled algebraic Riccati

equations (7.3.1) and (7.3.2) has a stabilizing solution. The next theorem shows that the

converse statement of this result always holds.

Theorem 7.13

Assume:

1. that the set of coupled algebraic Riccati equations

0 ¼ ATP1 þ P1Aþ Q1 � P1S1P1 � P1S2P2; ð7:4:5Þ
0 ¼ ATP2 þ P2Aþ Q2 � P2S2P2 � P2S1P1 ð7:4:6Þ

has a set of solutions Pi; i ¼ 1; 2, such that A� S1P1 � S2P2 is stable; and

2. that the two algebraic Riccati equations,

0 ¼ ATKi þ KiA� KiSiKi þ Qi; ð7:4:7Þ

have a symmetric solution Kið:Þ such that A� SiKi is stable, i ¼ 1; 2.

Then the linear quadratic differential game (7.4.1) and (7.4.2) has an open-loop

Nash equilibrium for every initial state. Moreover, one set of equilibrium actions is

given by:

u�i ðtÞ ¼ �R�1
i BT

i Pi�ðt; 0Þx0; i ¼ 1; 2: ð7:4:8Þ

Here �ðt; 0Þ satisfies the transition equation

_��ðt; 0Þ ¼ ðA� S1P1 � S2P2Þ�ðt; 0Þ; �ðt; tÞ ¼ I: &

Corollary 7.14

An immediate consequence of Corollary 7.9 is that if M has a stable invariant graph

subspace and the two algebraic Riccati equations (7.4.7) have a stabilizing solution, then

the game has an open-loop Nash equilibrium that permits a feedback synthesis for every

initial state. &

Combining the results of both previous theorems yields the following.
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Corollary 7.15

The infinite-planning horizon two-player linear quadratic differential game (7.4.1) and

(7.4.2) has, for every initial state, an open-loop Nash set of equilibrium actions ðu�1; u�2Þ
which permit a feedback synthesis if and only if:

1. there exist P1 and P2 which are solutions of the set of coupled algebraic Riccati

equations (7.4.5) and (7.4.6) satisfying the additional constraint that the eigenvalues

of Acl :¼ A� S1P1 � S2P2 are all situated in the left-half complex plane, and

2. the two algebraic Riccati equations (7.4.7) have a symmetric solution Kið:Þ such

that A� SiKi is stable, i ¼ 1; 2.

If ðP1;P2Þ is a set of stabilizing solutions of the coupled algebraic Riccati equations

(7.4.5) and (7.4.6), the actions

u�i ðtÞ ¼ �R�1
i BT

i Pi�ðt; 0Þx0; i ¼ 1; 2;

where �ðt; 0Þ satisfies the transition equation _��ðt; 0Þ ¼ Acl�ðt; 0Þ; �ð0; 0Þ ¼ I, yield

an open-loop Nash equilibrium.

The costs, by using these actions, for the players are

xT0Mix0; i ¼ 1; 2; ð7:4:9Þ

where Mi is the unique solution of the Lyapunov equation

AT
clMi þMiAcl þ Qi þ PT

i SiPi ¼ 0: ð7:4:10Þ

Proof

Everything has been proved in Theorems 7.12 and 7.13 except for the statement on the

cost incurred by the players by playing the equilibrium actions u�i ; i ¼ 1; 2.
To prove equation (7.4.9) notice that with Acl :¼ A� S1P1 � S2P2, xðtÞ ¼ eAcltx0.

Furthermore, since all eigenvalues of matrix Acl are located in C�, by Corollary 2.32

equation (7.4.10) has a unique solution Mi. Consequently, using equation (7.4.10),

Jiðu�1; u�2Þ ¼
ð1
0

xðtÞðQi þ PT
i SiPiÞxðtÞdt

¼ �
ð1
0

xðtÞðAT
clMi þMiAclÞxðtÞdt

¼ �
ð1
0

d½xTðtÞMixðtÞ�
dt

dt

¼ xTð0ÞMixð0Þ � lim
t!1

xTðtÞMixðtÞ

¼ xTð0ÞMixð0Þ: &

Infinite-planning horizon 287



Once again we stress here the point that if for every initial state there exists more than one

open-loop Nash equilibrium that permits a feedback synthesis then the stable subspace

has a dimension larger than n. Consequently (see Note 3 following Theorem 7.11) for

every initial state there will exist, generically, an infinite number of open-loop Nash

equilibria. This, even though there exist only a finite number of open-loop Nash equilibria

permitting a feedback synthesis. This point was first noted by Kremer (2002) if matrix A

is stable.

The above reflections raise the question whether it is possible to find conditions under

which the game has a unique equilibrium for every initial state – Theorem 7.16 gives

such conditions. Moreover, it shows that in that case the unique equilibrium actions can

be synthesized as a state feedback. The proof of this theorem is provided in the Appendix

at the end of this chapter.

Theorem 7.16

The linear quadratic differential game (7.4.1) and (7.4.2) has a unique open-loop Nash

equilibrium for every initial state if and only if

1. the set of coupled algebraic Riccati equations (7.4.5) and (7.4.6) has a strongly

stabilizing solution, and

2. the two algebraic Riccati equations (7.4.7) have a stabilizing solution.

Moreover, the unique equilibrium actions are given by (7.4.8). &

Example 7.7

1. Consider the system

_xxðtÞ ¼ �2xðtÞ þ u1ðtÞ þ u2ðtÞ; xð0Þ ¼ x0;

and cost functions

J1 ¼
ð1
0

fx2ðtÞ þ u21ðtÞgdt and J2 ¼
ð1
0

f4x2ðtÞ þ u22ðtÞgdt:

Then,

M ¼
�2 �1 �1

�1 2 0

�4 0 2

2
4

3
5:

The eigenvalues of M are f�3; 2; 3g. An eigenvector corresponding to the eigen-

value �3 is ½5; 1; 4�T .

So, according to Theorem 7.10 item 1, the set of algebraic Riccati equations (7.4.5)

and (7.4.6) corresponding to this game has a strongly stabilizing solution. Further-

more, since qi > 0, i ¼ 1; 2, the two algebraic Riccati equations (7.4.7) have a
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stabilizing solution. Consequently, this game has a unique open-loop Nash equilibrium

for every initial state x0.

2. Reconsider the game in item 1, but with the system dynamics replaced by

_xxðtÞ ¼ 2xðtÞ þ u1ðtÞ þ u2ðtÞ; xð0Þ ¼ x0:

According to Example 7.2 the matrix M corresponding to this game has the eigenvalues

f�3;�2; 3g. SinceM has two stable eigenvalues, it follows from Theorem 7.10 item 1

that the set of algebraic Riccati equations (7.4.5) and (7.4.6) corresponding to this

game does not have a strongly stabilizing solution. So (see Theorem 7.16) the game

does not have for every initial state a unique open-loop Nash equilibrium.

On the other hand, since ½1; 1; 4�T is an eigenvector corresponding to � ¼ �3, it

follows from Corollaries 7.9 and 7.15 that the game does have an open-loop Nash

equilibrium for every initial state that permits a feedback synthesis. It will be shown

later on in Theorem 7.31 that for every initial state there are actually an infinite

number of open-loop Nash equilibria. &

In applications it is often assumed that both players discount their future welfare loss.

That is, the performance criterion player i ¼ 1; 2 likes to minimize is:

lim
T!1

Jiðu1; u2Þ :¼ lim
T!1

ðT
0

e�rtfxTðtÞQixðtÞ þ uTi ðtÞRiuiðtÞgdt;

where r � 0 is the discount factor. We will next, briefly, outline the consequences of

such a modeling in terms of our standard framework.

Introducing ~xxðtÞ :¼ e�
1
2
rtxðtÞ and ~uuiðtÞ :¼ e�

1
2
rtuiðtÞ (see section 3.6), the above mini-

mization problem can be rewritten as:

min
~uui

lim
T!1

ðT
0

f~xxTðtÞQi~xxðtÞ þ ~uuTi ðtÞRi~uuiðtÞgdt; ð7:4:11Þ

subject to

_~xx~xx ¼
�
A� 1

2
rI

�
~xxþ B1~uu1 þ B2~uu2; ~xxð0Þ ¼ x0: ð7:4:12Þ

The matrix M corresponding to this problem is

~MM :¼
ðA� 1

2
rIÞ �S1 �S2

�Q1 �ðAT � 1
2
rIÞ 0

�Q2 0 �ðAT � 1
2
rIÞ

2
4

3
5

and the Hamiltonian matrices associated with the algebraic Riccati equations are

~HHi ¼
�ðA� 1

2
rIÞ Si

Qi ðA� 1
2
rIÞT

� �
; i ¼ 1; 2:
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Using, for example, Ger�ssgorin’s theorem (Lancaster and Tismenetsky (1985)) it is clear

that if r is chosen large enough, matrix ~MM will have 2n stable and n unstable eigenvalues

and, similarly, ~HHi n stable and n unstable eigenvalues. So according to Theorem 7.16,

provided the n-dimensional stable eigenspace of ~MM and ~HH, respectively, are graph sub-

spaces, there exists a unique open-loop Nash equilibrium.

As in the finite-planning horizon case we conclude this section by considering the zero-

sum game. By applying the above results to this special case, analogues are obtained for

the open-loop zero-sum linear quadratic game. As an example we will elaborate in the

next proposition the analogues of Corollary 7.15 and Theorem 7.16.

Proposition 7.17 (Open-loop zero-sum
differential game)

Consider the differential game described by

_xxðtÞ ¼ AxðtÞ þ B1u1ðtÞ þ B2u2ðtÞ; xð0Þ ¼ x0; ð7:4:13Þ

with, for player one, the quadratic cost functional:

J1ðu1; u2Þ ¼
ð1
0

fxTðtÞQxðtÞ þ uT1 ðtÞR1u1ðtÞ � uT2 ðtÞR2u2ðtÞgdt; ð7:4:14Þ

and, for player two, the opposite objective function

J2ðu1; u2Þ ¼ �J1ðu1; u2Þ;

where the matrices Q and Ri; i ¼ 1; 2, are symmetric. Moreover, assume that Ri; i ¼ 1; 2,
are positive definite.

Then this infinite-planning horizon zero-sum linear quadratic differential game has, for

every initial state, the following.

1. An open-loop Nash equilibrium which permits a feedback synthesis if and only if the

following two conditions hold

(a) the coupled algebraic Riccati equations

ATP1 þ P1Aþ Q� P1S1P1 � P1S2P2 ¼ 0; ð7:4:15Þ
ATP2 þ P2A� Q� P2S2P2 � P2S1P1 ¼ 0; ð7:4:16Þ

have a set of solutions Pi; i¼ 1;2, such that A� S1P1� S2P2 is stable; and

(b) the two algebraic Riccati equations

ATK1 þ K1A� K1S1K1 þ Q ¼ 0; ð7:4:17Þ
ATK2 þ K2A� K2S2K2 � Q ¼ 0; ð7:4:18Þ

have a symmetric solution Ki such that A� SiKi is stable, i¼ 1;2;
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moreover, the corresponding equilibrium actions are

u�1ðtÞ ¼ �R�1
1 BT

1P1xðtÞ and u�2ðtÞ ¼ �R�1
2 BT

2P2xðtÞ;

where xðtÞ satisfies the differential equation

_xxðtÞ ¼ ðA� S1P1 � S2P2ÞxðtÞ; xð0Þ ¼ x0:

2. A unique open-loop Nash equilibrium if and only if the set of coupled algebraic

Riccati equations (7.4.15) and (7.4.16) has a strongly stabilizing solution and the

two algebraic Riccati equations (7.4.17) and (7.4.18) have a symmetric stabilizing

solution. The corresponding equilibrium actions are as described in item 1. &

This proposition is useful in the area of robust control design. To illustrate this point,

Corollary 7.18 presents a first result which can be used to design a controller uð:Þ that
encorporates a priori knowledge about disturbances wð:Þ that have a finite energy acting

on the system. In literature (Bas˛ar and Bernhard (1995)), this problem is known as the

soft-constrained open-loop differential game. This problem formulation originates

from the H1 disturbance attenuation control problem (see Example 3.25). A more

detailed discussion of this problem setting is postponed until Chapter 9, where the multi-

player feedback information case is analyzed.

Corollary 7.18

Consider the problem to find

inf
u2Us

sup
w2Lq

2
ð0;1Þ

ð1
0

fxTðtÞQxðtÞ þ uTðtÞRuðtÞ � wTðtÞVwðtÞgdt

subject to

_xxðtÞ ¼ AxðtÞ þ BuðtÞ þ EwðtÞ; xð0Þ ¼ x0

where R > 0 and V > 0. Let S :¼ BR�1BT and M :¼ EV�1ET .

This problem has a solution for every initial state x0 if

1. the coupled algebraic Riccati equations

ATP1 þ P1Aþ Q� P1SP1 � P1MP2 ¼ 0;

ATP2 þ P2A� Q� P2MP2 � P2SP1 ¼ 0;

have a strongly stabilizing solution; and

2. the two algebraic Riccati equations

ATK1 þ K1A� K1SK1 þ Q ¼ 0;

ATK2 þ K2A� K2MK2 � Q ¼ 0;

have a symmetric solution Ki such that A� SK1 and A�MK2 are stable.
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Moreover, a worst-case control for the player is

u�ðtÞ ¼ �R�1BTP1xðtÞ

whereas the corresponding worst-case disturbance is

w�ðtÞ ¼ �V�1ETP2xðtÞ:

Here xðtÞ satisfies the differential equation

_xxðtÞ ¼ ðA� SP1 �MP2ÞxðtÞ; xð0Þ ¼ x0:

Proof

From Proposition 7.17 item 2 it follows that with

Jðu;wÞ :¼
ð1
0

fxTðtÞQxðtÞ þ uTðtÞRuðtÞ � wTðtÞVwðtÞgdt;

the following inequalities hold:

Jðu�;wÞ � Jðu�;w�Þ � Jðu;w�Þ; 8u;w 2 Us:

Since w� 2 L
q
2ð0;1Þ and for all u 2 Us, w 2 L

q
2ð0;1Þ the game has a proper solu-

tion, it follows that the above inequalities also hold for all u 2 Us, w 2 L
q
2ð0;1Þ (see

also Theorem 3.11). That is, the game has a saddle-point solution. Therefore, by

Theorem 3.26,

inf
u2Us

sup
w2Lq

2
ð0;1Þ

Jðu;wÞ ¼ sup
w2Lq

2
ð0;1Þ

inf
u2Us

Jðu;wÞ ¼ Jðu�;w�Þ:

From this the conclusion is obvious. &

Next, consider a special case of this game – the case where matrix A is stable. Then the

conditions under which the zero-sum game has an equilibrium can be further simplified.

In fact it can be shown that the game has a unique equilibrium under this additional

condition. This can be shown using the next lemma.

Lemma 7.19

Consider the zero-sum differential game. Then

�ðMÞ ¼ �ð�AÞ [ � A �S1 þ S2
�Q �AT

� �� �
:
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Proof

The result follows straightforwardly from the fact that

M � �I ¼ S

A� �I �S1 þ S2 �S2
�Q �AT � �I 0

0 0 �AT � �I

2
4

3
5S�1;

where S ¼
I 0 0

0 I 0

0 �I I

2
64

3
75: &

Proposition 7.20

Consider the open-loop zero-sum differential game as described in Proposition 7.17.

Assume, additionally, that matrix A is stable. Then, with Si :¼ BiR
�1
i BT

i , this game has for

every initial state a unique open-loop Nash equilibrium if and only if the next two

conditions hold.

1. The algebraic Riccati equation

ATPþ PAþ Q� PðS1 � S2ÞP ¼ 0 ð7:4:19Þ

has a (symmetric) solution P such that A� ðS1 � S2ÞP is stable.

2. The two algebraic Riccati equations (7.4.17) and (7.4.18) have a symmetric solution

Ki such that A� SiKi is stable, i ¼ 1; 2.

Moreover, the corresponding unique equilibrium actions are

u�1ðtÞ ¼ �R�1
1 BT

1PxðtÞ and u�2ðtÞ ¼ R�1
2 BT

2PxðtÞ:

Here xðtÞ satisfies the differential equation

_xxðtÞ ¼ ðA� ðS1 � S2ÞPÞxðtÞ; xð0Þ ¼ x0:

The cost for player 1 is J1 :¼ xT0Px0 and for player 2, �J1.

Proof

According to Theorem 7.17 this game has a unique open-loop Nash equilibrium for every

initial state if and only if the following two coupled algebraic Riccati equations have a set

of strongly stabilizing solutions Pi; i ¼ 1; 2,

ATP1 þ P1Aþ Q� P1S1P1 � P1S2P2 ¼ 0; ð7:4:20Þ
ATP2 þ P2A� Q� P2S2P2 � P2S1P1 ¼ 0; ð7:4:21Þ
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and the two algebraic Riccati equations (7.4.17) and (7.4.18) have a stabilizing solution

Ki. Adding equations (7.4.20) to (7.4.21) yields the following differential equation in

ðP1 þ P2Þ:

ATðP1 þ P2Þ þ ðP1 þ P2ÞðA� S1P1 � S2P2Þ ¼ 0:

This is a Lyapunov equation of the form ATX þ XBT ¼ 0, with X :¼ P1 þ P2 and

B ¼ A� S1P1 � S2P2. Now, independent of the specification of ðP1;P2Þ, B is always

stable. So, whatever Pi; i ¼ 1; 2 are, this Lyapunov equation has a unique solution

XðP1;P2Þ. Obviously, P1 þ P2 ¼ 0 satisfies this Lyapunov equation. So, necessarily, we

conclude that P1 ¼ �P2. Substitution of this into equation (7.4.20) shows then that

equations (7.4.20) and (7.4.21) have a stabilizing solution Pi if and only if equation

(7.4.19) has a stabilizing solution P.

The corresponding equilibrium strategies then follow directly from Theorem 7.17.

The symmetry and uniqueness properties of P follow immediately from the fact that P is

a stabilizing solution of an ordinary Riccati equation (see Theorem 2.33). Furthermore,

using equation (7.4.19), the cost for player 1 can be rewritten as

J1 ¼
ð1
0

xTðtÞfQþ PS1P� PS2PgxðtÞdt

¼
ð1
0

xTðtÞf2PS1P� 2PS2P� ATP� PAgxðtÞdt

¼ �
ð1
0

xTðtÞfðA� ðS1 � S2ÞPÞTPþ PðA� ðS1 � S2ÞPÞgxðtÞdt

¼ �
ð1
0

d½xTðtÞPxðtÞ�
dt

dt

¼ xT0Px0:

To show that the set of coupled Riccati equations (7.4.20) and (7.4.21) has a strongly

stabilizing solution we show that matrix M has an n-dimensional stable graph sub-

space. To that end notice that since all eigenvalues of �A are unstable it follows from

Lemma 7.19 that, to satisfy the requirement that M must have n stable eigenvalues, the

Hamiltonian matrix

A �S2 þ S1
�Q �AT

� �

must have n stable eigenvalues. However, since the spectrum of a Hamiltonian matrix

is symmetric w.r.t. the imaginary axis (see Note following Theorem 2.30), we infer

that this Hamiltonian matrix must have n unstable eigenvalues as well. So, we conclude

that matrix M has n stable eigenvalues and 2n unstable eigenvalues. As argued

above, the set of coupled Riccati equations (7.4.20) and (7.4.21) has a stabilizing

solution. Consequently, by Theorems 7.10 and 7.16, there is a unique open-loop Nash

equilibrium. &
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Note

If matrix A is not stable, it may happen that there exist an infinite number of open-loop

Nash equilibria in Proposition 7.17. (see for example Exercise 14 at the end of this

chapter). &

In case it is additionally assumed in the above zero-sum game that Q is positive semi-

definite, equation (7.4.19) has a stabilizing solution (see Proposition 5.15). Moreover in

that case, by considering K :¼ �K2, the fact that equation (7.4.18) should have a

stabilizing solution can be rephrased as that the following Riccati equation should

have a solution K such that Aþ S2K is stable:

ATK þ KAþ KS2K þ Q ¼ 0:

Below, in Proposition 7.21 and Corollary 7.22, we summarize the consequences of this

semi-definiteness assumption for Proposition 7.17 and Corollary 7.18, respectively.

More results (and, in particular, converse statements) on the soft-constrained differential

game considered in Corollary 7.22 can be found in Bas˛ar and Bernhard (1995).

Proposition 7.21

Consider the open-loop zero-sum differential game as described in Proposition 7.17.

Assume that matrix A is stable and Q � 0. Then this game has, for every initial state, a

unique open-loop Nash equilibrium if and only if the algebraic Riccati equations

ATPþ PAþ Q� PðS1 � S2ÞP ¼ 0

and

ATK þ KAþ KS2K þ Q ¼ 0:

have a solution �PP and �KK, respectively, such that A� ðS1 � S2Þ�PP and Aþ S2 �KK are stable.

Moreover, the corresponding unique equilibrium actions are

u�1ðtÞ ¼ �R�1
1 BT

1
�PPxðtÞ and u�2ðtÞ ¼ R�1

2 BT
2
�PPxðtÞ:

Here xðtÞ satisfies the differential equation

_xxðtÞ ¼ ðA� ðS1 � S2Þ�PPÞxðtÞ; xð0Þ ¼ x0:

The costs involved with these actions for player 1 are J1 :¼ xT0
�PPx0 and for player 2, �J1.

&

Corollary 7.22

Consider the problem to find

�JJ :¼ inf
u2Us

sup
w2Lq

2
ð0;1Þ

ð1
0

fxTðtÞQxðtÞ þ uTðtÞRuðtÞ � wTðtÞVwðtÞgdt
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subject to

_xxðtÞ ¼ AxðtÞ þ BuðtÞ þ EwðtÞ; xð0Þ ¼ x0;

where R > 0, Q � 0, V > 0 and A is stable. Let S :¼ BR�1BT and M :¼ EV�1ET . This

problem has a solution for every initial state x0 if the algebraic Riccati equations

ATPþ PAþ Q� PðS�MÞP ¼ 0

and

ATK þ KAþ KMK þ Q ¼ 0:

have a solution �PP and �KK, respectively, such that A� ðS�MÞ�PP and AþM �KK are stable.

Furthermore, a worst-case control for the player is

u�ðtÞ ¼ �R�1BT �PPxðtÞ

whereas the corresponding worst-case disturbance is

w�ðtÞ ¼ V�1ET �PPxðtÞ:

Here xðtÞ satisfies the differential equation

_xxðtÞ ¼ ðA� ðS�MÞ�PPÞxðtÞ; xð0Þ ¼ x0:

Moreover, �JJ ¼ xT0
�PPx0. &

From the above corollary we infer in particular that if x0 ¼ 0, the best open-loop worst-

case controller is u ¼ 0, whereas the worst-case signal in that case is w ¼ 0. This is

independent of the choice of V , under the supposition that the Riccati equations have

an appropriate solution. So if a stable system is in equilibrium (i.e. x0 ¼ 0) in this open-

loop framework the best reaction to potential unknown disturbances is not to react.

Example 7.8, below, elaborates for a scalar game the best worst-case reaction for general

initial conditions.

Example 7.8

Consider the following model which we introduced in Example 3.25.

_xxðtÞ ¼ ���xðtÞ þ �gðtÞ þ wðtÞ; xð0Þ ¼ x0: ð7:4:22Þ

Here x measures the deviation of supply from its long-term equilibrium value, g is the

deviation of public sector demand from its long-term equilibrium value and w represents

some unknown, though ‘finite energy’ (i.e.wð:Þ 2L2), disturbance which affects the system.

wð:Þ might for instance model in this context the effect of non-linear terms that enter the

system but which are not modeled explicitly here due to their expected small impact.

The objective is to design a public sector policy such that both the public sector

demand and supply will remain close to their long-term equilibrium values in spite of
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the unpredictable disturbances wðtÞ. This is formalized as to find for a fixed � > 0 the

solution to the soft-constrained differential game

inf
g2Us

sup
w2L2

L�ðg;wÞ ð7:4:23Þ

subject to equation (7.4.22) where

L�ðg;wÞ :¼
ð1
0

fx2ðtÞ þ 
g2ðtÞgdt � �

ð1
0

w2ðtÞdt:

The interpretation of the parameter �> 0 in this context is that it indicates the expectation

of the government as to how severe the disturbance will be. If � is very large, the

government expects that there will be almost no disturbance acting on the system,

whereas if � becomes small the government expects a more severe impact of disturb-

ances. This might also be interpreted as that if � is chosen large, the government takes a

more risky attitude towards the potential disturbance that might affect the system: it

neglects any potential disturbance in setting its control policy in that case.

According to Corollary 7.22, for a fixed �, equation (7.4.23) has a solution if both

�2��pþ 1� �2



� 1

�

� �
p2 ¼ 0

has a solution �pp such that ����
	
�2


 � 1
�



�pp< 0, and

�2��k þ 1þ 1

�
k2 ¼ 0

has a solution �kk such that ���þ 1
�
�kk< 0. Obviously this is the case if and only if

�2�2þ
	
�2


 � 1
�



> 0 and �2�2� 1

�> 0. That is, if

� >
1

�2�2
: ð7:4:24Þ

It can be shown (Bas˛ar and Bernhard (1995)) that for all � � 1
�2�2

, expression (7.4.23)

has no solution. From this it follows that there exists a lowerbound �̂� :¼ 1
�2�2

for the risk-

attitude parameter � for which a robust control policy exists. However, notice that at this

lowerbound �̂� there does not exist an admissible control policy. A robust control policy

corresponding with a risk attitude � > 1
�2�2 is

g�ðtÞ ¼ � �



�pp�e

ð����ð�2
�1
�Þ�pp�Þtx0; ð7:4:25Þ

where

�pp� ¼
�� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2�2 þ �2


 � 1
�

q
�ð�2
 � 1

�Þ
: ð7:4:26Þ
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Using this control, for every admissible realization of the disturbance �wwð:Þ the perform-

ance of the government can be estimated by:

ð1
0

f�xx2ðtÞ þ 
g�
2ðtÞ � ��ww2ðtÞgdt � �pp�x

2
0:

Here �xxð:Þ denotes the trajectory implied by the disturbance �wwð:Þ and control g�ð:Þ. Notice
that the more stable the uncontrolled system is, the better this estimate will be (see also

equation (7.4.27), below). By a direct inspection of Theorem 5.14 one verifies that the

solution of the ‘noise-free’ regulator problem corresponding to this problem (i.e., the

problem with w¼ 0) coincides with the solution one obtains by considering �!1 in

equations (7.4.25) and (7.4.26).

To assess the difference between the ‘noise-free’ and the soft-constrained controller

we calculate the derivative of g�ðtÞ in equation (7.4.25) with respect to �. According to

equation (7.4.26)

�pp� ¼
�2�2 �

	
�2�2 þ �2


 � 1
�



�
	
�2


 � 1
�


	
�� þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2�2 þ �2


 � 1
�

q 
 ¼ 1

�� þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2�2 þ �2


 � 1
�

q > 0: ð7:4:27Þ

Therefore

d�pp�
d�

¼ �1�
�� þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2�2 þ �2


 � 1
�

q 
2

1
2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

�2�2 þ �2


 � 1
�

q 1

�2
< 0:

Consequently, assuming x0> 0,

dg�ðtÞ
d�

¼ � �



eð����

	
�2


�1
�



�pp�Þtx0

d�pp�
d�

� t

�2
�pp2� þ

t

�
�pp�

d�pp�
d�

� �
> 0: ð7:4:28Þ

From equation (7.4.28) it follows that in the ‘noise-free’ case the government uses at

any point in time a less active public sector policy to regulate the supply back to its

equilibrium level. Under the worst-case scenario the closed-loop system is

_xxðtÞ ¼ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2�2 þ �2



� 1

�

s
xðtÞ; xð0Þ ¼ x0:

From this it follows that, the larger � is, the quicker the supply converges to its equili-

brium value. So, in conclusion, in this open-loop setting we see that the more the govern-

ment is convinced that there will be disturbance effects on its out of equilibrium system

the more active control policy it will use. The resulting worst-case closed-loop system

will be less stable. &

Note

The fact that at the lower-bound risk-attitude parameter in the above example a control

policy does not exist is not a coincidence. It can be shown (Bas˛ar and Bernhard (1995))
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that in soft-constrained robust control problems at this infimum an admissible control

policy never exists. So, the smallest risk-attitude with an admissible corresponding

control policy does not exist. &

7.5 Computational aspects and illustrative examples

This section presents a numerical algorithm to verify whether the infinite-planning hori-

zon open-loop game has a Nash equilibrium that permits a feedback synthesis. Moreover,

if such an equilibrium exists, this algorithm immediately yields the appropriate control

actions. The usual assumptions apply: matrix Ri is positive definite and Qi symmetric,

i ¼ 1; 2, and both the matrix pairs ðA;BiÞ; i ¼ 1; 2, are stabilizable. Provided these

assumptions hold the algorithm reads as follows.

Algorithm 7.1

Step 1 Calculate the eigenstructure of Hi :¼
A �Si

�Qi �AT

� �
.

If Hi; i ¼ 1; 2, has an n-dimensional stable graph subspace, then proceed.

Otherwise go to Step 5.

Step 2 Calculate matrix M :¼
A �S1 �S2

�Q1 �AT 0

�Q2 0 �AT

2
4

3
5: Next calculate the spectrum of M.

If the number of negative eigenvalues (counted with algebraic multiplicities) is

less than n, go to Step 5.

Step 3 Calculate all M-invariant subspaces P 2 Ppos for which Re � < 0 for all

� 2 �ðMjPÞ. If this set is empty, go to Step 5.

Step 4 Let P be an arbitrary element of the set determined in Step 3.

Calculate 3n� n matrices X, Y and Z such that Im

X

Y

Z

2
4

3
5 ¼ P.

Denote P1 :¼ YX�1 and P2 :¼ ZX�1. Then

u�i ðtÞ :¼ �R�1
i BT

i Pie
Acltx0

is an open-loop Nash equilibrium strategy that permits a feedback synthesis. Here

Acl :¼ A� S1P1 � S2P2. The spectrum of the corresponding closed-loop matrix

Acl equals �ðMjPÞ. The involved cost for player i is xT0Mix0, where Mi is the

unique solution of the Lyapunov equation:

AT
clMi þMiAcl þ Qi þ PT

i SiPi ¼ 0:

If the set determined in Step 3 contains more elements one can repeat this step to

calculate different equilibria. If the set determined in Step 3 contains exact one

element verify whether M has 2n eigenvalues in Cþ
0 . If this is the case the game

has a unique equilibrium for every initial state.

Step 5 End of algorithm. &
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The algorithm may yield infinitely many different solutions Pi. However, notice that

there are at the most
2n

n

� �
different structures for the eigenvalues of the closed-loop

system.

Step 1 in the algorithm verifies whether the two algebraic Riccati equations (7.4.7)

have a stabilizing solution. Step 2 and 3 verify whether matrix M has an n-dimensional

stable graph subspace. Finally, Step 4 then determines all n-dimensional stable graph

subspaces of matrix M. According to Corollary 7.15 each of these graph subspaces

implies an open-loop Nash equilibrium that allows for a feedback synthesis. Moreover,

according to Theorem 7.16, there is for every initial state a unique equilibrium if and only

if M has a unique stable graph subspace and matrix M has 2n eigenvalues (counting

algebraic multiplicities) in Cþ
0 .

The next examples illustrate the algorithm. We begin with a simple scalar example.

Example 7.9

Let A¼ 3; Bi ¼Qi ¼ 2 and Ri ¼ 1; i¼ 1;2. Since Qi> 0, Step 1 in the algorithm can be

skipped (see Proposition 5.15), so we proceed with Step 2. That is, determine matrix M.

Obviously

M ¼
3 �4 �4

�2 �3 0

�2 0 �3

2
4

3
5:

The second step is to calculate the eigenvalues of M. The eigenvalues of M are: �5, �3

and 5. The corresponding eigenvectors are

1

1

1

2
4

3
5; 0

�1

1

2
4

3
5 and

�4

1

1

2
4

3
5; respectively:

From this we observe that, although M has two stable eigenvalues, Ppos contains only one

element: the eigenspace Im

1

1

1

2
4

3
5 corresponding to the eigenvalue �5.

According to Step 4 of the algorithm, P1 ¼ P2 ¼ 1 provide a stabilizing solution of the

set of coupled algebraic Riccati equations. These solutions yield the open-loop Nash

equilibrium actions ðu�1ðtÞ; u�2ðtÞÞ ¼ ð�2xðtÞ;�2xðtÞÞ, and the closed-loop system _xxðtÞ ¼
�5xðtÞ, xð0Þ ¼ x0. The corresponding equilibrium cost for both players is then straight-

forwardly obtained from equation (7.4.10) as Ji ¼ 3
5
x20; i ¼ 1; 2.

Notice that M has two stable eigenvalues. So, according to Theorem 7.16 there are

initial states for which the game has more than one equilibrium. We will elaborate this

point in section 7.7. &

The next example illustrates that the infinite-planning horizon game may have more than

one equilibrium that permits a feedback synthesis, even if matrix A is stable.
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Example 7.10

Let A¼ �0:1 0

0 �2

� �
, B1 ¼

1 0

0 1

� �
, B2 ¼

1

0

� �
, Q1 ¼

1 0

0 0:1

� �
, Q2 ¼

1 1

1 2

� �
,

R1 ¼
2 �1

�1 1

� �
and R2 ¼ 1. Since matrix A is stable each pair ðA;BiÞ, i¼ 1;2, is

stabilizable. Furthermore, both Qi and Ri are positive definite. So, all the assumptions we

made on the system and the performance criteria apply. Again, Step 1 in Algorithm 7.1 is

trivially satisfied (see Proposition 5.15).

Our first step is therefore to fix matrix M. This yields:

M ¼ �

0:1 0 1 1 1 0

0 2 1 2 0 0

1 0 �0:1 0 0 0

0 0:1 0 �2 0 0

1 1 0 0 �0:1 0

1 2 0 0 0 �2

2
6666664

3
7777775
:

Nextwe determine the spectrum ofM. Numerical calculations show thatM ¼ TJT�1, where

J is a diagonal matrix with entries {2; �2.2073; �1.0584; 2.0637; �0.1648; 1.4668} and

T ¼

0 0:2724 �0:6261 �0:0303 �0:1714 0:3326
0 0:7391 0:5368 �0:0167 0:3358 0:0633
0 0:1181 �0:5405 0:0154 �0:6473 �0:2433
0 0:0176 0:0176 0:0262 0:0155 0:0119
0 0:4384 �0:0771 0:0239 0:6207 �0:2897
1 0:4161 0:1463 0:9987 0:2311 0:8614

2
6666664

3
7777775
:

So M has six different eigenvalues, three of them are negative. Therefore, there are at

most
3

2

� �
¼ 3 different equilibrium strategies that permit a feedback synthesis.

We proceed with Step 3 of the algorithm. Introduce the following notation T ¼: ½T1 T2
T3 T4 T5 T6�. First consider P1 :¼ Im½T2 T3�. The first 2� 2 block of this matrix equals

0:2724 �0:6261
0:7391 0:5368

� �
. This matrix is invertible. So,P1 is an element ofPpos and �ðMjP1

Þ ¼

f�2:2073;�1:0584g. In a similar way it can be verified that also P2 :¼ Im½T2 T5� and
P3 :¼ Im½T3 T5� are appropriate graph subspaces. So, Step 3 yields three M-invariant

subspaces satisfying all conditions.

In Step 4 the equilibrium strategies permitting a feedback synthesis are calculated.

According to Step 3 there are three such equilibrium strategies. We will calculate the

equilibrium strategy that permits a feedback synthesis resulting from P3. To that end we

factorize P3 as follows

P3 ¼

�0:6261 �0:1714
0:5368 0:3358
�0:5405 �0:6473
0:0176 0:0155
�0:0771 0:6207
0:1463 0:2311

2
6666664

3
7777775
¼:

X

Y

Z

2
4

3
5;

where X, Y and Z are 2�2 matrices.
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Then,

P1 :¼ YX�1 ¼ �0:5405 �0:6473
0:0176 0:0155

� �
�0:6261 �0:1714
0:5368 0:3358

� ��1

and

P2 :¼ ZX�1 ¼ �0:0771 0:6207
0:1463 0:2311

� �
�0:6261 �0:1714
0:5368 0:3358

� ��1

:

The corresponding open-loop Nash strategy is then u�i ðtÞ :¼�R�1
i BT

i Pie
Acltx0. Here the

closed-loop matrix Acl :¼A�S1P1�S2P2 is (approximately)
�1:7536 �0:8110
1:3629 0:5310

� �
. It is

easily verified that the spectrum of this matrix Acl indeed equals f�1:0584;�0:1648g
(numerical rounding up). The cost for both players in this equilibrium is obtained by

solving the corresponding Lyapunov equation (7.4.10). This gives a cost J1 ¼

xT0
20:6 25:4
25:4 32:5

� �
x0 and J2 ¼ xT0

31:6 36:9
36:9 43:6

� �
x0. &

Example 7.11 illustrates a game which has an infinite number of open-loop Nash

equilibria that permit a feedback synthesis. To construct such a game, recall from Corol-

lary 2.25 that the matrices A, Bi, Qi and Ri; i ¼ 1; 2, should be chosen such that matrix M

has an eigenvalue with negative real part whose geometric multiplicity is larger than one.

Example 7.11

Let A¼
1
2

0

0 1
4

� �
, B1 ¼B2 ¼

1 0

0 1

� �
, Q1 ¼ 1

2

1 1

1 3

� �
, Q2 ¼ 1

2

2 �7
9

�7
9

1

� �
, R�1

1 ¼ 1
2

1 � 7
90

� 7
90

1

� �

and R�1
2 ¼ 1

2

1 � 1
10

� 1
10

3
4

� �
.

Notice that ðA;BiÞ; i ¼ 1; 2, is stabilizable. Furthermore, both Qi and Ri are positive

definite. So, the assumptions we made on the system and the performance criteria are

fulfilled. Moreover, it follows from Proposition 5.15 that the algebraic Riccati equations

(7.4.7) have stabilizing solutions.

Next, we determine the eigenstructure of matrix M. Numerical calculations

show that M ¼ TJT�1, where J is a diagonal matrix with entries f�1;�1;�0:4983;
�0:2525; 1:004þ 0:0227i; 1:004� 0:0227ig and, with v1 :¼ �0:1096� 0:4478i; v2 :¼
�0:4572þ 0:1112i; v3 :¼ 0:1905þ 0:1093i; v4 :¼ 0:5929þ 0:0350i; v5 :¼ �0:0405þ
0:3279i; v6 :¼ 0:1454� 0:1864i,

T ¼

�0:3862 �0:3860 0:0002 0:0045 v1 �vv1
0:0044 0:0461 �0:0026 �0:0005 v2 �vv2
�0:3818 �0:3399 0:7063 �0:0080 v3 �vv3
�0:2486 �0:1650 �0:0156 0:5979 v4 �vv4
�0:7759 �0:8079 �0:7077 �0:0189 v5 �vv5
0:2032 0:2309 �0:0056 �0:8013 v6 �vv6

2
6666664

3
7777775
:
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Matrix M has five different eigenvalues. Three of them are negative and the geometric

multiplicity of the eigenvalue �1 is two. Therefore the first and third column of T , for

example, constitute an invariant subspace of M corresponding to the eigenvalues f�1;
�0:4983g. This gives rise to the next solution set of the coupled algebraic Riccati equa-

tions (7.4.5) and (7.4.6):

P1 ¼
�0:3818 0:7063

�0:2486 �0:0156

� �
�0:3862 0:0002

0:0044 �0:0026

� ��1

¼ �2:0840 �267:4941

0:7120 5:9446

� �

and

P2 ¼
�0:7759 �0:7077

0:2032 �0:0056

� �
�0:3862 0:0002

0:0044 �0:0026

� ��1

¼ 5:0900 �268:2408

�0:5021 2:0934

� �
:

The corresponding closed-loop systemmatrix is: A� S1P1� S2P2 ¼
�1:0004 �0:0375
0:0058 �0:4978

� �
.

The corresponding costs are (approximately) J1 ¼ xT0
3 332

332 36053

� �
x0 and J2 ¼

xT0
5 �320

�320 36218

� �
x0, respectively.

On the other hand, one can also consider the second and the third column of T . They

also form an element of Ppos, corresponding to the same eigenvalues f�1;�0:4983g.
Numerical calculations show again that the corresponding solution set of the coupled

algebraic Riccati equation is:

P1 ¼
�0:3399 0:7063

�0:1650 �0:0156

� �
�0:3860 0:0002

0:0461 �0:0026

� ��1

¼ �31:3603 �269:6804

1:1421 5:9767

� �

and

P2 ¼
�0:8079 �0:7077

0:2309 �0:0056

� �
�0:3860 0:0002

0:0461 �0:0026

� ��1

¼ 34:4236 270:4314

�0:3466 2:1050

� �
:

The corresponding closed-loop system matrix is now A�S1P1�S2P2 ¼
�1:0045 �0:0378
0:0605 �0:4937

� �
, whereas the corresponding costs are J1 ¼ xT0

506 4305

305 36645

� �
x0 and

J2 ¼ xT0
571 4572

4572 36628

� �
x0, respectively.

However, these are not the only possibilities to construct an invariant subspace of Ppos

which corresponds to the eigenvalues f�1;�0:4983g. As a matter of fact, any linear

combination of the first two columns of matrix T and the third column of T does the job.

For instance if we consider the sum of the first column and the second column of matrix
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T , together with the third column of matrix T , we obtain the next solution of the coupled

algebraic Riccati equation:

P1 ¼
�0:7217 1:4126
�0:4136 �0:0156

� �
�0:7722 0:0004
0:0505 �0:0052

� ��1

¼ �16:6593 �268:5826
0:9261 5:9606

� �

and

P2 ¼
�1:5838 �1:4154
0:4341 �0:0112

� �
�0:7722 0:0004
0:0505 �0:0052

� ��1

¼ 19:6938 269:3314
�0:4247 2:0992

� �
;

with the corresponding closed-loop system matrix A�S1P1�S2P2 ¼
�1:0025 �0:0377
0:0330 �0:4958

� �
.

The corresponding costs are in this case J1 ¼ xT0
146 2301

2301 36344

� �
x0 and J2 ¼ xT0

182 2568

2568 36327

� �
x0, respectively.

In this way one can construct an infinite number of different sets of solutions for the set

of coupled algebraic Riccati equations (7.4.5) and (7.4.6). Therefore, the game has an infinite

number of equilibria that permit a feedback synthesis. All these equilibria have in common

that the eigenvalues of the closed-loop system matrix are f�1;�0:4983g. &.

Finally, we demonstrate how to cope with the case that matrixM has complex eigenvalues

with a negative real part. If M has a complex eigenvalue �¼ aþbi and z¼ xþ iy is a

corresponding eigenvector, recall from Theorem 2.17, that S¼ Im½x y� is a two-dimen-

sional invariant subspace of M.

Example 7.12

Consider the same system matrices as in Example 7.11, except matrix A which we replace

by A¼ �1
2

0

0 �1
4

� �
.

Then, as in the previous example, condition 2 of Corollary 7.15 is satisfied. To find

the solutions of the coupled algebraic Riccati equations (7.4.5) and (7.4.6) we first

fix again the eigenstructure of matrix M. Numerical calculations show that M ¼ TJT�1,

where J is a diagonal matrix with entries f�1:004þ 0:0227i;�1:004� 0:0227i;
0:2525; 0:4983; 1; 1g and, with v1 :¼ �0:1096þ 0:4478i; v2 :¼ �0:4572� 0:1112i;
v3 :¼ �0:1905þ 0:1093i; v4 :¼ �0:5929þ 0:0350i; v5 :¼ 0:0405þ 0:3279i; v6 :¼
�0:1454� 0:1864i,

T ¼

v1 �vv1 �0:0045 0:0002 0:3867 �0:3698
v2 �vv2 0:0005 �0:0026 �0:0270 �0:0876
v3 �vv3 �0:0080 �0:7063 �0:3597 0:4574
v4 �vv4 0:5979 0:0156 �0:2038 0:4217
v5 �vv5 �0:0189 0:7077 �0:7944 0:6714
v6 �vv6 �0:8013 0:0056 0:2185 �0:1333

2
6666664

3
7777775
:
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So M has two complex eigenvalues with a negative real part. Let x be the real part of

the eigenvector corresponding with the eigenvalue �1:004þ0:0227i and y the imaginary

part of this eigenvector

xT :¼ ½�0:1096; �0:4572; �0:1905; �0:5929; 0:0405; �0:1454� and
yT :¼ ½0:4478; �0:1112; 0:1093; 0:0350; 0:3279; �0:1864�:

The invariant subspace corresponding to these eigenvalues f�1:004þ0:0227i;
�1:004�0:0227ig is then S¼ Im½x y�. By Theorem 7.16, the unique equilibrium actions

are u�i ðtÞ¼�R�1
i BT

i PixðtÞ, where

P1 ¼
�0:1905 0:1093
�0:5929 0:0350

� �
�0:1096 0:4478
�0:4572 �0:1112

� ��1

¼ 0:3280 0:3381
0:3775 1:2064

� �

and

P2 ¼
0:0405 0:3279
�0:1454 �0:1864

� �
�0:1096 0:4478
�0:4572 �0:1112

� ��1

¼ 0:6703 �0:2493
�0:3183 0:3942

� �
:

The with these actions corresponding closed-loop system matrix is then Acl :¼
�1:004 0:0222
�0:0231 �1:003

� �
. The eigenvalues of this matrix are f�1:004þ0:0227i;

�1:004�0:0227ig.
The corresponding equilibrium costs are

J1 ¼ xT0
0:298 0:3703
0:3703 1:1314

� �
x0 and J2 ¼ xT0

0:6455 �0:2636
�0:2636 0:2929

� �
x0: &

Although the equilibria of the previous Examples 7.11 and 7.12 are of course difficult to

compare, the consequences for the number of equilibria of having an initially stable

instead of an unstable uncontrolled system seems to be enormous. This, although the

absolute distance between the entries of the unstable and stable matrix is not too large.

7.6 Convergence results

In this section we study the limiting behavior of the open-loop Nash equilibrium. That is,

we compare the behavior of the open-loop Nash equilibrium actions, when the planning

horizon T tends to infinity, with the equilibrium actions for the infinite-planning horizon

open-loop case. More precisely, we assume that the performance criterion which player

i; i ¼ 1; 2, likes to minimize is:

Jiðx0; u1; u2; TÞ ð7:6:1Þ
where

Ji ¼
ðT
0

fxTðtÞQixðtÞ þ uTi ðtÞRiuiðtÞgdt þ xTðTÞQiTxðTÞ:
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This, subject to the dynamic state equation

_xxðtÞ ¼ AxðtÞ þ B1u1ðtÞ þ B2u2ðtÞ; xð0Þ ¼ x0; ð7:6:2Þ

uið:Þ 2 Us; matrix Ri is positive definite and Qi symmetric, i ¼ 1; 2; and the matrix

pairs ðA;BiÞ; i ¼ 1; 2, are stabilizable. Denoting a set of Nash equilibrium actions for

the finite-planning horizon game by u�i ðTÞ; i ¼ 1; 2, and those for the infinite-planning

horizon game by u�i ; i ¼ 1; 2, we will study the relationship between

lim
T!1

u�i ðTÞ and u�i ; i ¼ 1; 2:

According to section 7.4, in general the infinite-planning horizon game does not have a

unique equilibrium for every initial state. There are situations where the game does not

have an equilibrium for every initial state and situations where the game has an infinite

number of equilibria for every initial state (see section 7.5). In particular, when the

infinite-planning horizon game has more than one equilibrium and the finite-horizon

equilibrium action u�i ðTÞ converge to an equilibrium action ûu�i of the infinite-planning

horizon game, i ¼ 1; 2, this might be a reason to select this equilibrium outcome ûu�i above
all other infinite-planning horizon equilibria.

To study convergence properties for the finite-planning horizon problem, it seems

reasonable to require that the game (7.6.1) and (7.6.2) has a properly defined solution for

every finite-planning horizon T . Therefore in this section we will make the following

well-posedness assumptions (see Proposition 7.5).

Well-posedness assumptions

1. The set of coupled Riccati differential equations

_PP1 ¼ �ATP1 � P1A� Q1 þ P1S1P1 þ P1S2P2; P1ðTÞ ¼ Q1T ; ð7:6:3Þ
_PP2 ¼ �ATP2 � P2A� Q2 þ P2S2P2 þ P2S1P1; P2ðTÞ ¼ Q2T ð7:6:4Þ

has a solution Pið0Þ; i ¼ 1; 2, for all T > 0, and

2. the two Riccati differential equations,

_KKiðtÞ ¼ �ATKiðtÞ � KiðtÞAþ KiðtÞSiKiðtÞ � QiðtÞ; KiðTÞ ¼ QiT ; i ¼ 1; 2; ð7:6:5Þ

have a symmetric solution Kið:Þ for all T > 0. &

Of course, these assumptions are difficult to verify in practice. Therefore, it would

be nice to have general conditions under which these Riccati differential equations have

a solution on ð0;1Þ. The next example illustrates this point. It gives an example of a

game where for an infinite-planning horizon the game has a unique solution whereas for

some finite-planning horizon the game does not have a unique solution for every initial

state.

306 Non-cooperative open-loop information games



Example 7.13

Reconsider Example 7.4, with matrix A replaced by

A :¼ �1 0

0 �1

� �
:

With, for example, T ¼ 0:1 again, one can construct positive definite matrices Q1T andQ2T

in a similar way such that the corresponding game does not have a unique solution for

every initial state. That is, consider V :¼ ½I 0 0�e�0:1M and

Q1T ¼ 1 h1
h1 h21 þ 1

� �
and Q2T ¼

10 h2

h2
h2
2
þ1

10

� �
;

with h1 and h2 as defined in Example 7.4. Then the finite-planning horizon game does not

have a Nash equilibrium for every planning horizon.

On the other hand, numerical calculations show that M ¼ TJT�1, where

J ¼ diag 1;

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2þ

ffiffiffi
2

pq
;

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2�

ffiffiffi
2

pq
;�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2�

ffiffiffi
2

pq
;�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2þ

ffiffiffi
2

pq
; 1

� �
;

and

T ¼

0 0:6929 0:2870 �0:2870 �0:6929 0

0 0:2870 �0:6929 0:6929 �0:2870 0

2 �0:8173 1:2232 �0:1626 �0:2433 0

1 0 0 0 0 0

1 �1:1559 �1:7299 0:2299 �0:3441 0

0 �1:4945 �4:6831 0:6224 �0:4449 1

2
6666664

3
7777775
:

Since matrix
�0:2870 �0:6929
0:6929 �0:2870

� �
is invertible, ðA;BiÞ are stabilizable, ðQi;AÞ are

detectable and Qi � 0, according to Algorithm 7.1 (see also Proposition 5.15) the

infinite-planning horizon game has a unique open-loop Nash equilibrium for every initial

state. &

To derive general convergence results, we will assume that the eigenstructure of matrixM

satisfies a dichotomic separability condition, which we first define. The definition is

analogous to the definition of this notion which we introduced in section 5.4 for the

Hamiltonian matrix H, and for convenience we repeat it below.

Definition 7.3

Matrix M is called dichotomically separable if there exist an n-dimensional subspace V1

and a 2n-dimensional subspace V2 such that MVi � Vi; i ¼ 1; 2, V1 	 V2 ¼ R3n and

V1 	 Im

0 0

I 0

0 I

2
4

3
5 ¼ R3n:

Moreover, Vi should be such that Re � < Re � for all � 2 �ðM j V1Þ, � 2 �ðM j V2Þ.
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Similarly (see Definition 5.1), matrix

Hi :¼
A �Si

�Qi �AT

� �
ð7:6:6Þ

is called dichotomically separable if, for i ¼ 1; 2, there exist n-dimensional Hi-invariant

subspaces Wi1;Wi2 such that Wi1 	Wi2 ¼ R2n and

Wi1 	 Im
0

I

� �
¼ R2n:

Moreover, Wi1;Wi2 should be such that Re � < Re � for all � 2 �ðM j Wi1Þ, � 2
�ðM j Wi2Þ. &

Example 7.14

1. Consider M ¼ diagf�2;�1; 0; 1þ i; 1� i; 2g. With V1 ¼ Im

I

0

0

2
4

3
5 and V2 ¼

Im

0 0

I 0

0 I

2
4

3
5, it is clear that M is dichotomically separable.

2. Consider M ¼ diagf�3; 1;�1; 2;�2; 4g. With

V1 ¼ Im

1 0

0 0

0 0

0 0

0 1

0 0

2
6666664

3
7777775

and V2 ¼ Im

0 0 0 0

1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 0

0 0 0 1

2
6666664

3
7777775
;

V1	 Im

0 0

I 0

0 I

2
4

3
5 6¼R3n. So, M is not dichotomically separable. &

Recall from the Note following Theorem 2.30 that the spectrum of a Hamiltonian matrix

H is symmetric with respect to the imaginary axis. As a consequence we have the

following Lemma.

Lemma 7.23

If the Hamiltonian matrix H is dichotomically separable, H has no eigenvalues on the

imaginary axis. &

In the following analysis the solutions of the Riccati differential equations (7.6.3)

and (7.6.4) and (7.6.5) at time t ¼ 0 play an important role. Therefore we introduce a

separate notation for them. In the sequel we will denote them by Pið0; TÞ and

Kið0; TÞ; i ¼ 1; 2, respectively. Observe that Pið0; TÞ can be viewed as the solution

kðtÞ of an autonomous vector differential equation _kk ¼ f ðkÞ, with kð0Þ ¼ k0 for some
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fixed k0, and where f is a smooth function. Elementary analysis shows then that Pið0; TÞ
converges to a limit �PP only if this limit �PP satisfies f ð�PPÞ ¼ 0 (and similarly for Ki).

Therefore, we immediately deduce from Theorems 7.11, 7.12, 2.29 and 2.30, respec-

tively, the following necessary condition for convergence.

Lemma 7.24

Pið0; TÞ and Kið0; TÞ can only converge to a limit �PPið0Þ and �KKið0Þ, respectively, if the
corresponding algebraic Riccati equations have a solution. &

Notice that dichotomic separability of M implies that Ppos is nonempty. On the other

hand, the next example illustrates that there are situations where Ppos is nonempty,

whereas matrix M is not dichotomically separable.

Example 7.15

Consider A¼ 1 1

0 2

� �
; Bi ¼ I, i¼ 1;2; Q1 ¼

1 0

0 2

� �
; Q2 ¼ I; R�1

1 ¼ 2 1

1 1

� �
and

R�1
2 ¼ 2 0

0 1

� �
.

Then, the eigenvalues of matrix M are

f�2:9102;�1:9531þ 0:2344i;�1:9531� 0:2344i;�1; 1:9548; 2:8617g:

So, M is not dichotomically separable. However, using Algorithm 7.1, it can be shown

that the game has two equilibria which permit a feedback synthesis. &

Theorem 7.25, below, shows that under the assumption that matrix M is dichotomic

separable the finite-planning horizon solution converges. Moreover, it converges to the

solution induced by the solution of the coupled algebraic Riccati equations which ‘stabilize’

the closed-loop system most. We put the word stabilize here in quotes because it is a little

bit misleading. It may happen that this solution ðP1;P2Þ is such that the closed-loop system
matrix A� S1P1 � S2P2 is not stable. The terminology ‘for which the real part of the

eigenvalues of the closed-loop systemmatrix become as small as possible’ is more accurate.

This result is in line with the convergence results for the regulator problem. For, if the

Hamiltonian matrix H is dichotomically separable, by Lemma 7.23, H has precisely n

eigenvalues with a real part strictly smaller than zero. So, for the regulator problem the

corresponding algebraic Riccati equation always has exactly one stabilizing solution.

Dichotomic separability of M, however, does not automatically imply that the n-‘smallest’

eigenvalues have a negative real part. Therefore, if the n-‘smallest’ eigenvalues contain

an eigenvalue with a positive real part the corresponding set of solutions for the algebraic

Riccati equations will not induce a stabilizing closed-loop system. Corollary 7.25 and

Example 7.16 discuss some consequences of this observation.

Theorem 7.25

Assume that the well-posedness assumptions (7.6.3)–(7.6.5) hold.
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If M and Hi, i ¼ 1; 2, are dichotomically separable; and (with the notation of

Definition 7.3)

Span

I

Q1T

Q2T

2
4

3
5	 V2 ¼ R3n;

and, for i ¼ 1; 2,

Span
I

QiT

� �
	Wi2 ¼ R2n;

then

Pið0; TÞ ! Pi :¼ XiX
�1
0 ; i ¼ 1; 2:

Here X0;X1;X2 are defined by V1 :¼ Span½XT
0 ; X

T
1 ; X

T
2 �

T
. Consequently, the finite-

planning open-loop Nash equilibrium actions satisfy

lim
T!1

u�i ðTÞ ! �R�1
i BT

i PixðtÞ; i ¼ 1; 2;

where _xxðtÞ ¼ ðA� S1P1 � S2P2ÞxðtÞ; xð0Þ ¼ x0. Furthermore, Kið0; TÞ ! Ki, where Ki

is the stabilizing solution of the algebraic Riccati equation

0 ¼ ATKi þ KiA� KiSiKi þ Qi: ð7:6:7Þ
&

The proof of this theorem is provided in the Appendix at the end of this chapter.

Combining the results from Theorems 7.25 and 7.12 then yields the following corollary.

Corollary 7.26

Assume the following conditions are satisfied.

1. All conditions mentioned in Theorem 7.25;

2. Re � < 0, 8� 2 �ðM j V1Þ.

Then, if the planning horizon T in the differential game (7.6.1) and (7.6.2) tends to

infinity, the unique open-loop Nash equilibrium solution converges to a Nash solution of

the corresponding infinite-planning horizon game. This converged solution u�i leads to the
next feedback synthesis

u�i ðtÞ ¼ �R�1
i BT

i PixðtÞ; i ¼ 1; 2:

Here, Pi; i ¼ 1; 2, are given by

P1 ¼ Y0X
�1
0 ; and P2 ¼ Z0X

�1
0
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if a basis of V1 is represented as follows

Im

X0

Y0
Z0

2
4

3
5 ¼ V1: &

The next example illustrates the phenomenon that situations exist in which the finite-

planning horizon game always has an equilibrium and, even stronger, this strategy

converges if the planning horizon expands, whereas the corresponding infinite-planning

horizon game does not have an equilibrium for all initial states.

Example 7.16

Let A¼ �1 0

0 �5=22

� �
, B1 ¼

1 0

0 1

� �
, B2 ¼

1

0

� �
, Q1 ¼

1 0

0 0:01

� �
, Q2 ¼

1 1

1 2

� �
,

R1 ¼
2 �1

�1 1

� �
and R2 ¼ 1. Notice that ðA;BiÞ; i¼1;2, is stabilizable and both Qi and

Ri are positive definite. So our standard assumptions on the system and the performance

criteria are fulfilled.

Next we calculate M and its spectrum. Numerical calculations show that M ¼ TJT�1,

where

J ¼

5
22

0 0 0 0 0

0 �1:7978 0 0 0 0

0 0 1:8823 0 0 0

0 0 0 0:0319 0 0

0 0 0 0 0:4418þ 0:1084i 0

0 0 0 0 0 0:4418� 0:1084i

2
66666664

3
77777775
;

and

T ¼

0 0:7271 0:3726 0:0410 �0:0439� 0:0222i �0:0439þ 0:0222i

0 0:1665 0:2013 �0:1170 0:1228þ 0:0699i 0:1228� 0:0699i

0 0:2599 �0:4222 0:0423 �0:0833� 0:0236i �0:0833þ 0:0236i

0 0:0008 �0:0012 �0:0060 �0:0033� 0:0049i �0:0033þ 0:0049i

0 0:3194 �0:6504 �0:0786 0:1522þ 0:0558i 0:1522� 0:0558i

1 0:5235 �0:4684 �0:9882 �0:5289� 0:8149i �0:5289þ 0:8149i

2
66666664

3
77777775
:

Using the notation T ¼: ½T1; T2; T3; T4; T5; T6� it is seen that M is dichotomically

separable if we choose V1 :¼ ½T2; T4� and V2 :¼ ½T1; T3; ReðT5Þ; ImðT5Þ�. Notice that

�ðMjV 1
Þ¼ f�1:7978;0:0319g and �ðMjV 2

Þ¼ f 5
22
;1:8823;0:4418
0:1084ig.

Now choose Q1T :¼ Q2T :¼ 0 0

0 0

� �
. Numerical calculation shows that with these

choices for the final cost, the determinant of HðtÞ always differs from zero. That is, HðtÞ
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is invertible for every positive t. So, the finite-planning horizon problem has a unique

equilibrium for every T. This also implies that the well-posedness assumptions (7.6.3)–

(7.6.5) are satisfied. Since, moreover, M is dichotomically separable and Span

I

Q1T

Q2T

2
4

3
5	 V 2 ¼ R3n, it is clear from Theorem 7.25 that the equilibrium solution

converges. This converged solution can be calculated from ½XT
0 ; Y

T
0 ; Z

T
0 �

T :¼ ½T2; T4�.
The converged solutions of the Riccati equations are

K1 :¼ Y0X
�1
0 ¼ 0:2599 0:0423

0:0008 �0:0060

� �
0:7271 0:0410
0:1665 �0:1170

� ��1

and

K2 :¼ Z0X
�1
0 ¼ 0:3194 �0:0786

0:5235 �0:9882

� �
0:7271 0:0410
0:1665 �0:1170

� ��1

:

The converged open-loop strategies are then

u�i ðtÞ ¼ �R�1
i BT

i PixðtÞ; i ¼ 1; 2:

The corresponding eigenvalues of the closed-loop system are f1:7978;�0:0319g. So, the
converged equilibrium solution is not a ‘stabilizing solution’.

Since M has only one stable eigenvalue, according to Theorem 7.11, there are initial

states for which the infinite-planning horizon game does not have an equilibrium.

So we conclude that although the finite-planning horizon game always has a solution

and, even stronger, the corresponding equilibrium solution converges if the planning

horizon expands, this converged strategy is not an equilibrium solution for every initial

state of the infinite-planning horizon game. &

7.7 Scalar case

This section examines the scalar case. To stress this point the system parameters are put in

lower case e.g., a instead of A. To avoid considering various special cases it is assumed

throughout that bi 6¼ 0; i ¼ 1; 2.
First, we consider the finite-planning horizon game. The ‘invertibility’ of

hðTÞ ¼ ½1 0 0�e�MT
1

q1T
q2T

2
4

3
5

is crucial here (see Theorem 7.1). To verify whether this number always differs from zero

we calculate, first, the exponential of matrix �M.
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Lemma 7.27

Consider matrix M in equation (7.2.6). Let2 � :¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ s1q1 þ s2q2

p
. Then, the char-

acteristic polynomial of �M is ða� �Þð�� �Þð��� �Þ. Moreover, an eigenvector of M

corresponding to � ¼ a is ½0; �s2; s1�T . If � 6¼ 0 and not both q1 ¼ q2 ¼ 0, the

exponential of matrix �M, e�Ms, is given by

V

e�s 0 0

0 eas 0

0 0 e��s

2
4

3
5V�1: ð7:7:1Þ

Here

V ¼
a� � 0 aþ �
�q1 �s2 �q1
�q2 s1 �q2

2
4

3
5

and its inverse

V�1 ¼ 1

detV

�ðs1q1 þ s2q2Þ �s1ðaþ �Þ �s2ðaþ �Þ
0 �2q2� 2q1�

ðs1q1 þ s2q2Þ s1ða� �Þ s2ða� �Þ

2
4

3
5;

with the determinant of V , detV ¼ 2�ðs1q1 þ s2q2Þ.

Proof

Straightforward multiplication shows that M can be factorized as M ¼
Vdiagf�;�a;��gV�1. So (see Section 3.1), the exponential of matrix �M, e�Ms, is as

stated above. &

Now, assume that qi > 0 and qiT � 0, i ¼ 1; 2. Then the Riccati equations (7.2.5) and

(7.4.7) associated with the (in)finite-planning horizon regulator problem have a (stabiliz-

ing) solution (see Proposition 5.15). Consequently, the finite-planning horizon game has a

unique equilibrium solution for every initial state if and only if hðTÞ differs from zero. We

will show that this condition holds for any T > 0. Using the expressions in Lemma 7.27

for V and V�1 it follows that

hðTÞ ¼ 1

detV
½ðs1q1 þ s2q2Þfð�� aÞe�T þ ðaþ �Þe��Tg

þ ð�2 � a2Þðe�T � e��TÞðs1q1T þ s2q2TÞ�:

Since s1q1 þ s2q2 > 0, � > a and e�T > e��T , a simple inspection of the terms in hðTÞ
above shows that hðTÞ is positive for every T � 0. This implies in particular that hðTÞ

2Notice that � can be a pure imaginary complex number.
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differs from zero for every T 2 ½0; t1�, whatever t1 > 0 is. So, using Proposition 7.5, one

arives at the following conclusion.

Theorem 7.28

Assume qi > 0 and qiT � 0; i ¼ 1; 2. Then, the scalar finite-planning horizon game has a

unique open-loop Nash equilibrium solution for any planning horizon T . Moreover, the

equilibrium actions are (in feedback form)

u�1ðtÞ ¼ � 1

r1
b1p1ðtÞxðtÞ

u�2ðtÞ ¼ � 1

r2
b2p2ðtÞxðtÞ

where p1ðtÞ and p2ðtÞ are the solutions of the coupled asymmetric Riccati-type differ-

ential equations

_pp1 ¼ �2ap1 � q1 þ p21s1 þ p1s2p2; p1ðTÞ ¼ q1T

_pp2 ¼ �2ap2 � q2 þ p22s2 þ p2s1p1; p2ðTÞ ¼ q2T :

Here si ¼ b2i
ri
; i ¼ 1; 2. &

Next, we consider the infinite-planning horizon game without the assumption that the

parameters qi should be positive. Theorems 7.29 and 7.32, below, give both necessary and

sufficient conditions for the existence of an open-loop Nash equilibrium for this game.

Theorem 7.29

Assume that s1q1 þ s2q2 6¼ 0. Then, the infinite-planning horizon game has for every

initial state a Nash equilibrium if and only if the following conditions hold.

1. a2 þ s1q1 þ s2q2 > 0,

2. a2 þ siqi > 0; i ¼ 1; 2.

Moreover, if there exists an equilibrium for every initial state, then there is exactly one

equilibrium that allows a feedback synthesis. The with this equilibrium corresponding set

of actions is:

u�i ðtÞ ¼ � bi

ri
pixðtÞ; i ¼ 1; 2;

where p1 ¼ ðaþ�Þq1
s1q1þs2q2

, p2 ¼ ðaþ�Þq2
s1q1þs2q2

, � ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ s1q1 þ s2q2

p
and _xxðtÞ ¼ ða� s1p1�

s2p2ÞxðtÞ, with xð0Þ ¼ x0. The corresponding cost for player i is: Ji ¼ x20
qiþsip

2
i

� ; i ¼ 1; 2.
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Proof

First assume that conditions 1 and 2 hold. Let pi be as mentioned above. From condition 2

it follows that the algebraic Riccati equations

2aki � sik
2
i þ qi ¼ 0; i ¼ 1; 2; ð7:7:2Þ

have a stabilizing solution ki ¼
aþ

ffiffiffiffiffiffiffiffiffiffiffi
a2þsiqi

p
si

; i ¼ 1; 2. Moreover, it is straightforwardly

verified that, if a2 þ s1q1 þ s2q2 > 0, p1 and p2 satisfy the set of coupled algebraic

Riccati equations

2ap1 þ q1 � s1p
2
1 � s2p1p2 ¼ 0 and 2ap2 þ q2 � s2p

2
2 � s1p1p2 ¼ 0;

whereas a� s1p1 � s2p2 ¼ �ða2 þ s1q1 þ s2q2Þ < 0. So, according to Theorem 7.13,

u�i ð:Þ provides a Nash equilibrium.

Next consider the converse statement. By Theorem 7.11, part 2, the algebraic Riccati

equations (7.7.2) have a stabilizing solution ki; i ¼ 1; 2. From this it follows immediately

that condition 2 must hold. On the other hand if a2 þ s1q1 þ s2q2 � 0, according to

Lemma 7.27, matrix M will not have a stable M-invariant subspace S such that

Im

1

v1
v2

2
4

3
5 � S:

So according to Theorem 7.11, part 1, in this case the game does not have an open-loop

Nash equilibrium for all initial states.

Finally, from Algorithm 7.1 it follows straightforwardly that ðp1; p2Þ yields the only

Nash equilibrium that permits a feedback synthesis of the game. &

By a direct inspection of the conditions in Theorem 7.29, one sees that a property similar

to the finite-planning horizon game holds for the infinite-planning horizon game.

Corollary 7.30

Assume that qi > 0; i ¼ 1; 2: Then, the infinite-horizon game has an open-loop Nash

equilibrium for every initial state. Furthermore, there is exactly one of them that permits a

feedback synthesis. &

Using Theorem 7.16 we can indicate the number of equilibria precisely.

Theorem 7.31

Assume that

1. s1q1 þ s2q2 6¼ 0;

2. a2 þ s1q1 þ s2q2 > 0;

3. a2 þ siqi > 0; i ¼ 1; 2.
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Then, for every initial state, the infinite-planning horizon game has

(a) a unique equilibrium if a � 0.

(b) an infinite number of equilibria if a > 0.

Proof

If a � 0 matrix M has a one-dimensional stable graph subspace (see Lemma 7.27) and

two eigenvalues in Cþ
0 . The claim then follows directly from Theorem 7.16.

If a > 0, according to Theorem 7.11, part 2, for all � 2 R every set of control actions

u�i;�ðtÞ ¼ � bi

ri
 iðtÞ;

yields an open-loop Nash equilibrium. Here  iðtÞ; i ¼ 1; 2, are obtained as the solutions

of the differential equation

_zzðtÞ ¼ MzðtÞ; where z0 :¼
x0

 1ð0Þ
 2ð0Þ

2
4

3
5 ¼ x0

a� �

a� �
�q1
�q2

2
4

3
5þ �

0

�s2
s1

2
4

3
5; � 2 R:

That is,

 1ðtÞ ¼
�q1x0

a� �
e��t � �s2e

�at;

 2ðtÞ ¼
�q2x0

a� �
e��t þ �s1e

�at: &

Note

It is not difficult to show, using the characterization of the equilibria in the above proof,

that in case a > 0 all equilibrium actions yield the same closed-loop system _xx ¼ ��xðtÞ,
xð0Þ ¼ x0. However, the cost associated with every equilibrium differs for each player. &

Example 7.17

Reconsider Example 7.9 where a¼ 3, qi ¼ 2, i¼ 1;2 and si ¼ 4. According to

Theorem 7.31 this game has an infinite number of equilibrium actions. Furthermore

(see Theorem 7.29), p1 ¼ p2 ¼ 1 induce the unique equilibrium actions of the infinite-

planning horizon game that permits a feedback synthesis. ðp1;p2Þ is not a strongly

stabilizing solution of the set of coupled algebraic Riccati equations (7.4.5) and (7.4.6).

This can be seen by considering, for example, the eigenvalues of

p1s1 � a p1s2
p2s1 p2s2 � a

� �
¼ 1 4

4 1

� �
;

which are �3 and 5.
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For every � 2 R the equilibrium actions

u�1ðtÞ ¼ �2ðe�5tx0 � �e�3tÞ
u�2ðtÞ ¼ �2ðe�5tx0 þ �e�3tÞ

yield an open-loop Nash equilibrium. This can be verified by following the lines of the

proof of Theorem 7.31 or by a direct verification that J1ðu1;u�2Þ is minimal for u�1 (and

similarly w.r.t. J2), using the results of Chapter 5.

The corresponding cost for player 1 is 3
5
x20 � �x0 þ 2

3
�2 and for player 2 3

5
x20þ

�x0 þ 2
3
�2. In particular we see that the minimal cost is attained for different values of

� for both players (� ¼ 3
4
x0 and � ¼ � 3

4
x0, respectively). So whenever x0 6¼ 0 there is

not a unique Pareto efficient equilibrium strategy within this set of Nash equilibria. In

this case the set of all Pareto efficient strategies are obtained by choosing � 3
4
x0 � � �

3
4
x0 (assuming, without loss of generality, that x0 > 0). &

In Theorem 7.29 we excluded the case s1q1 þ s2q2 ¼ 0: This was because the analysis of
this case requires a different approach. The results for this case are summarized below.

Theorem 7.32

Assume s1q1 þ s2q2 ¼ 0. Then, the infinite-planning horizon game has, for every initial

state, the following properties.

1. A unique set of Nash equilibrium actions

u�i :¼
bi

ri

qi

2a
xðtÞ; i ¼ 1; 2; if a < 0:

The corresponding closed-loop system and cost are

_xxðtÞ ¼ axðtÞ and Ji ¼ � qisi

4a2
2a

si
þ qi

2a

� �
x20; i ¼ 1; 2:

2. Infinitely many Nash equilibrium actions (which all permit a feedback synthesis)

parameterized by

ðu�1; u�2Þ :¼ � 1

b1
ðaþ yÞxðtÞ;� 1

b2
ða� yÞxðtÞ

� �
;

where y 2 R is arbitrarily, if a > 0 and q1 ¼ q2 ¼ 0.

The corresponding closed-loop system and cost are

_xxðtÞ ¼ �axðtÞ; J1 ¼� 1

2s1a
ðq1s1 þ ðaþ yÞ2Þx20; and

J2 ¼� 1

2s2a
ðq2s2 þ ða� yÞ2Þx20:

3. No equilibrium in all other cases.
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Proof

Item 1 can be shown along the lines of the proofs of Theorem 7.29 and 7.31.

To prove item 2 notice first that, under the assumption that q1 ¼ q2 ¼ 0, equation

(7.4.7) reduces to kið2a� sikiÞ ¼ 0. Since a > 0 it is clear that ki ¼ 2a
si
; i ¼ 1; 2, yields a

stabilizing solution to this equation.

Next consider equations (7.4.5) and (7.4.6). These equations reduce in this case to

p1ð2a� s1p1 � s2p2Þ ¼ 0

p2ð2a� s1p1 � s2p2Þ ¼ 0:

Obviously, with p1 ¼ p2 ¼ 0, the closed-loop system a� s1p1 � s2p2 ¼ a > 0. On the

other hand, it is clear that for every choice of ðp1; p2Þ such that s1p1 þ s2p2 ¼ 2a, the

closed-loop system becomes stable. By Theorem 7.13 there then exist an infinite number

of open-loop Nash equilibria that permit a feedback synthesis. Introducing y :¼ a� s2p2
then yields the stated conclusion.

Next, consider item 3. First we deal with the case a > 0 and either q1 or q2 differs from

zero. Then � ¼ a. From Lemma 7.27 it then follows immediately that the first entry of

all eigenvectors corresponding with the eigenvalue �a of M is zero. According to

Theorem 7.11, item 1, the game therefore does not have an equilibrium for every initial

state in this case.

Finally, consider the only case that has not been covered yet: the case a ¼ 0. Equation

(7.4.7) now reduces to:

sik
2
i ¼ qi; i ¼ 1; 2: ð7:7:3Þ

Since s1q1 þ s2q2 ¼ 0, it follows that equation (7.7.3) only has a solution if q1 ¼ q2 ¼ 0;

but then ki ¼ 0; i ¼ 1; 2, yielding a closed-loop system which is not stable. So, according

to Theorem 7.11, item 2, neither does the game have a solution for all initial states in this

game. Which completes the proof. &

For completeness, we also present the generalization of Theorems 7.29 and 7.31 for the

N-player situation. The proof can be given along the lines of those theorems. To that

purpose notice that the characteristic polynomial of matrix M is ð�a� �ÞN�1ð�2�
ða2 þ s1q1 þ � � � þ sNqNÞÞ. Moreover, it is easily verified that every eigenvector corres-

ponding with the eigenvalue a of M has as its first entry a zero. From this the results

summarized below then follow analogously.

Theorem 7.33

Assume that � :¼ s1q1 þ � � � þ sNqN 6¼ 0. Then, the infinite-planning horizon game has for

every initial state a Nash equilibrium if and only if the following conditions hold.

1. a2 þ � > 0,

2. a2 þ siqi > 0; i ¼ 1; . . . ;N.
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If an equilibrium exists for every initial state, then there is exactly one equilibrium which

permits a feedback synthesis. The corresponding set of equilibrium actions is:

u�i ðtÞ ¼ � bi

ri
pixðtÞ; i ¼ 1; 2;

where pi ¼ ðaþ�Þqi
� , � ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ �

p
and _xxðtÞ ¼ ða� s1p1 � � � � � sNpNÞxðtÞ, with xð0Þ ¼ x0.

The corresponding cost for player i for this equilibrium is: Ji ¼ x20
qiþsip

2
i

� ; i ¼ 1; . . . ;N.

Moreover, if there is an equilibrium for every initial state, this equilibrium is unique

if a � 0. If a > 0 infinitely many equilibria exist. &

As a final topic of this section, the next theorem shows that in the scalar case the

equilibrium actions always converge to the actions implied by the unique equilibrium

solution of the infinite-planning horizon game that permits a feedback synthesis. This is

on the assumption that the state weight parameters in the cost functions are positive.

Theorem 7.34

Assume that qi > 0 and qiT � 0; i ¼ 1; 2.
Then, the open-loop Nash equilibrium actions from Theorem 7.28 converge to

the actions:

u�i ðtÞ ¼ � bi

ri
pixðtÞ; i ¼ 1; 2;

where p1 ¼ ðaþ�Þq1
s1q1þs2q2

, p2 ¼ ðaþ�Þq2
s1q1þs2q2

and _xxðtÞ ¼ ða� s1p1 � s2p2ÞxðtÞ, with xð0Þ ¼ x0.

These actions are obtained as the unique equilibrium solution to the infinite-planning

horizon game that permits a feedback synthesis.

Proof

Since s1q1 þ s2q2 > 0, it is clear from expression (7.7.1) that M is dichotomically

separable. Furthermore the well-posedness assumption is satisfied by Theorem 7.28.

Notice that �� < � aj j < 0. So according to Corollary 7.26 the open-loop Nash actions

converge whenever qiT ; i ¼ 1; 2, are such that

det

1 0 aþ �
q1T �s2 �q1

q2T s1 �q2

2
4

3
5 ¼ s1q1 þ s2q2 þ s1ðaþ �Þq1T þ s2ðaþ �Þq2T 6¼ 0:

However, due to our assumptions, this condition is trivially satisfied. The rest of the

claim then follows straightforwardly from Corollary 7.26 and Theorem 7.29. &

7.8 Economics examples

We conclude this chapter with two worked economics examples. The first example is

taken from van Aarle, Bovenberg and Raith (1995) and models the strategic interaction
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between monetary authorities who control monetization and fiscal authorities who control

primary fiscal deficits. The second example studies duopolistic competition in a homo-

geneous product over time. This is on the assumption that its current desirability is an

exponentially weighted function of accumulated past consumption, which implies that

the current price of the product adapts sluggishly to the price dictated to accomodate the

current level of consumption (see Fershtman and Kamien (1987)). For both examples we

will calculate the open-loop Nash equilibrium strategies.

7.8.1 A simple government debt stabilization game

Van Aarle, Bovenberg and Raith (1995) analyze the following differential game on

government debt stabilization. They assume that government debt accumulation ( _dd) is the
sum of interest payments on government debt (rdðtÞ) and primary fiscal deficits (f ðtÞ)
minus the seignorage (or the issue of base money) (mðtÞ):

_ddðtÞ ¼ rdðtÞ þ f ðtÞ � mðtÞ; dð0Þ ¼ d0: ð7:8:1Þ

Here dðtÞ; f ðtÞ and mðtÞ are expressed as fractions of GDP and r represents the rate of

interest on outstanding government debt minus the growth rate of output; r is assumed to

be given. They assume that fiscal and monetary policies are controlled by different

institutions, the fiscal authority and the monetary authority, respectively, which have dif-

ferent objectives. The objective of the fiscal authority is to minimize a sum of time pro-

files of the primary fiscal deficit, base-money growth and government debt:

LF ¼
ð1
0

fðf ðtÞ � �ff Þ2 þ �ðmðtÞ � �mmÞ2 þ �ðdðtÞ � �ddÞ2ge��tdt: ð7:8:2Þ

The monetary authority, on the other hand, sets the growth of base money so as to

minimize the loss function:

LM ¼
ð1
0

fðmðtÞ � �mmÞ2 þ �ðdðtÞ � �ddÞ2ge��tdt: ð7:8:3Þ

Here 1
� can be interpreted as a measure for the conservatism of the central bank with

respect to the money growth. Furthermore, all variables denoted with a bar are assumed to

be fixed targets which are given a priori.

Introducing x1ðtÞ :¼ ðdðtÞ � �ddÞe�1
2
�t; x2ðtÞ :¼ ðr�dd þ �ff � �mmÞe�1

2
�t; u1ðtÞ :¼ ð f ðtÞ � �ff Þe�1

2
�t

and u2ðtÞ :¼ ðmðtÞ � �mmÞe�1
2
�t the above game can be rewritten in our notation with:

A¼
r� 1

2
� 1

0 � 1
2
�

" #
; B1 ¼

1

0

� �
; B2 ¼

�1

0

� �
; Q1 ¼

� 0

0 0

� �
; Q2 ¼

� 0

0 0

� �
;

R1 ¼ 1 and R2 ¼ 1:
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It is not difficult to see that the eigenvalues of M (see Algorithm 7.1) are: f1
2
�; 1

2
�;

� 1
2
�; 1

2
� � r;�l; lg, where l :¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�þ �þ ðr � 1

2
�Þ2

q
. The corresponding eigenspaces are:

T 1 ¼ SpanfT1g where T1 ¼ ½0 0 0 0 0 1�T ;
T 2 ¼ SpanfT2g where T2 ¼ ½0 0 0 1 0 0�T ;
T 3 ¼ SpanfT3g where T3 ¼ ½�ðr� �Þ�; �ð�þ�þ rðr� �ÞÞ; ��; �; ��; ��T ;
T 4 ¼ SpanfT4g where T4 ¼ ½0; 0; �r; �1; r; 1�T ;

T 5 ¼ SpanfT5g where T5 ¼
1

2
�� rþ l; 0; �;

�
1
2
�þ l

; �;
�

1
2
�þ l

" #T

; and

T 6 ¼ SpanfT6g where T6 ¼
1

2
�� r� l

� �
1

2
�� l

� �
; 0; �

1

2
�� l

� �
; �; �

1

2
�� l

� �
; �

� �T
:

Notice that ðA;BiÞ; i ¼ 1; 2, is stabilizable and ðQi;AÞ; i ¼ 1; 2, is detectable. Conse-

quently, the algebraic Riccati equation

0 ¼ ATKi þ KiA� KiSiKi þ Qi;

has a stabilizing solution Ki; i ¼ 1; 2 (see Proposition 5.15).

So, the equilibrium actions which permit a feedback synthesis are, according to

Corollary 7.15 and Algorithm 7.1, obtained by considering the eigenspaces of matrix M

corresponding to the eigenvalues � 1
2
� and �l. This gives

u�i ðtÞ ¼ �BT
i PixðtÞ;

with:

P1 :¼ �
� 1

1 1
1
2
�þl

� �
�ðr � �Þ� 1

2
� � r þ l

�ð�þ �þ rðr � �ÞÞ 0

� ��1

and P2 :¼
�

�
P1:

In particular this implies that the equilibrium strategies satisfy the relationship u�2ðtÞ ¼
� �

� u
�
1ðtÞ. Or, stated differently,

mðtÞ � �mmðtÞ ¼ ��

�
ð f ðtÞ � �ff ðtÞÞ: ð7:8:4Þ

Substitution of the equilibrium strategies into the system equation gives the closed-loop

system

_xxðtÞ ¼ �l p

0 � 1
2
�

� �
xðtÞ; ð7:8:5Þ

where p ¼ ð��rÞðl�1
2
�Þ

�þ��rð��rÞ. Notice that we implicitly assumed here that �þ �þ rðr � �Þ
differs from zero – a technical assumption which is not crucial. Furthermore, the above

equilibrium is unique if the policymakers are impatient (i.e. � > 2r). If � < 2r all
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strategies ~uuiðtÞ :¼ u�i ðtÞ þ �reð
1
2
��rÞt, where � is an arbitrary scalar, yield open-loop Nash

equilibrium actions. The resulting closed-loop system is the same for every choice of �.
However, the associated cost differs. As in Example 7.17 for every value of d0 there is an

interval of feasible strategies in this case.

Though it is not our intention to analyze these outcomes in detail, we give some

preliminary conclusions here. First, observe from equation (7.8.4) that the difference in

actual stabilization efforts between the monetary and fiscal authorities is completely

determined by the ratio �
� of the weight both authorities attach to debt stabilization relative

to other factors in their cost function, respectively. That is, if the fiscal authority also rates

the stabilization of debt as important as well as its primary objective of fiscal deficit

stabilization, and the monetary authority is primarily interested in price stability (i.e. � is

small), the consequence will be that the monetary authority will be much less active than

the fiscal authority.

Furthermore, equation (7.8.5) shows that the speed of adjustment, l, of the government

debt towards its long-term equilibrium value is determined (apart from some extraneous

factors) by the absolute priority both authorities attach to debt stabilization relative to

other factors in their cost function, respectively. Finally, the parameter p in equation

(7.8.5) indicates how the authorities react to a distortion between the fundamental

equilibrium values, measured by r�dd þ �ff � �mm, in their efforts to stabilize the government

debt towards its long-term equilibrium �dd. From equation (7.8.5) it follows that

_xx1ðtÞ ¼ �lx1ðtÞ þ pðr�dd þ �ff � �mmÞe�1
2
�t; x1ð0Þ ¼ d0 � �dd:

The solution of this differential equation is

x1ðtÞ ¼ �e�lt þ pðr�dd þ �ff � �mmÞ
l� 1

2
�

e�
1
2
�t;

where � ¼ d0 � �dd � pðr�ddþ�ff��mmÞ
l�1

2
�

. Since x1ðtÞ ¼ ðdðtÞ � �ddÞe�1
2
�t it follows that

dðtÞ ¼ �eð
1
2
��lÞt þ �dd þ pðr�dd þ �ff � �mmÞ

l� 1
2
�

:

This shows that, assuming that there is a tension between the desired financing, �ff þ r�dd,
and the desired monetary accomodation, �mm, the consequence for the debt accumulation

dðtÞ is that it converges to a constant level

�dd þ pðr�dd þ �ff � �mmÞ
l� 1

2
�

: ð7:8:6Þ

7.8.2 A game on dynamic duopolistic competition

In this subsection we analyze the dynamic duopoly game with sticky prices which we

introduced in Example 3.24. Its finite-planning horizon version was already elaborated in
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Example 7.6. The problem we address here is to find the open-loop Nash equilibria of the

game defined by the revenue functions

Jiðu1; u2Þ ¼
ð1
0

e�rt pðtÞuiðtÞ � cuiðtÞ �
1

2
u2i ðtÞ

� �
dt; ð7:8:7Þ

subject to the dynamic constraint

_ppðtÞ ¼ sfa� ðu1ðtÞ þ u2ðtÞÞ � pðtÞg; pð0Þ ¼ p0: ð7:8:8Þ

Recall that in this model, r > 0 denotes the discount rate of future profits and s 2 ð0;1Þ
is the adjustment speed parameter of the market price, pðtÞ, towards the price dictated by

the demand function. That is, for larger values of s the market price adjusts along the

demand function more quickly. The cost functions of the companies are assumed to be

CðuiÞ :¼ cui þ u2i , where c 2 ð0; aÞ is a fixed parameter. Furthermore, the inverse demand

function is assumed to be given by ~pp ¼ a� ðu1 þ u2Þ.
To determine the open-loop equilibrium actions for this game (7.8.7) and (7.8.8) we

first reformulate it into our standard framework. To that end, consider the new variables

x1ðtÞ :¼ e�
1
2
rtpðtÞ; x2ðtÞ :¼ e�

1
2
rt and ~uuiðtÞ :¼ e�

1
2
rtuiðtÞ; i ¼ 1; 2: ð7:8:9Þ

With these variables and xTðtÞ :¼ ½x1ðtÞ x2ðtÞ�, the model (7.8.7) and (7.8.8) can be

rewritten as the problem to find the solution to

�min
uið:Þ

ð1
0

½x1ðtÞ x2ðtÞ ~uuiðtÞ�
0 0 � 1

2

0 0 1
2
c

� 1
2

1
2
c 1

2

2
4

3
5 x1ðtÞ

x2ðtÞ
~uuiðtÞ

2
4

3
5dt; ð7:8:10Þ

subject to the dynamics

_xxðtÞ ¼ �s� 1
2
r as

0 � 1
2
r

� �
xðtÞ þ �s

0

� �
~uu1ðtÞ þ

�s

0

� �
~uu2ðtÞ: ð7:8:11Þ

Following the analysis of Section 3.6, case III, the standard formulation is then obtained

by considering the new control variables

viðtÞ :¼ ~uuiðtÞ þ 2 � 1
2

1
2
c

� �
xðtÞ: ð7:8:12Þ

Using these variables, the above problem (7.8.10) and (7.8.11) is equivalent to the

problem to obtain

�min
uið:Þ

ð1
0

xTðtÞ 0 0

0 0

� �
� 2

� 1
2

1
2
c

� �
� 1

2
1
2
c

� �� �
xðtÞ þ 1

2
v2i ðtÞdt; ð7:8:13Þ

subject to the dynamics

_xxðtÞ ¼ �s� 1
2
r as

0 � 1
2
r

� �
� 4

�s

0

� �
� 1

2
1
2
c

� �� �
xðtÞ þ �s

0

� �
v1ðtÞ þ

�s

0

� �
v2ðtÞ:

ð7:8:14Þ
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So, the problem reduces to derive the open-loop Nash equilibria for the game defined by

Ji :¼
ð1
0

fxTðtÞQixðtÞ þ vTi ðtÞRiviðtÞgdt;

and the dynamics

_xxðtÞ ¼ AxðtÞ þ B1v1ðtÞ þ B2v2ðtÞ; xTð0Þ ¼ p0 1½ �;

where

A ¼ � 1
2
r � 3s ðaþ 2cÞs
0 � 1

2
r

� �
; Bi ¼

�s

0

� �
; Qi ¼

� 1
2

1
2
c

1
2
c � 1

2
c2

� �
and Ri ¼

1

2
:

Following Algorithm 7.1, we again first compute the eigenvalues of matrix M. These

are � 1
2
r;��1; 12 r; 12 r; 12 r þ 3s; �1

� �
, where

�1 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

2
r þ 3s

� �2

�2s2

s
:

So matrix M has two stable and four unstable eigenvalues. Therefore, the only candidate

open-loop Nash equilibrium is obtained by considering the eigenspaces of M corres-

ponding to the eigenvalues � 1
2
r and ��1. The with these eigenvalues corresponding

eigenspaces are

T 1 ¼ SpanfT1g where

T1 ¼
2rð2cs�ðaþ 2cÞðrþ 3sÞÞ

a� c
; � rð6rþ 14sÞ

a� c
; r; as� cs� cr; r; as� cs� cr

� �T
; and

T 2 ¼ SpanfT2g where

T2 ¼ �2
1

2
rþ 3sþ�1

� �
1

2
rþ�1

� �
; 0;

1

2
rþ�1; v;

1

2
rþ�1; v

� �T
;

respectively, with v :¼ as� c 1
2
r þ sþ �1

	 

. In particular we see that the eigenspace

corresponding to � 1
2
r;��1

� �
is a graph subspace.

Next consider the Hamiltonian matrix
A �Si

�Qi �AT

� �
. This matrix has two negative

real eigenvalues � 1
2
r and � 1

2
r þ 3si

	 
2�s2i

� 

, respectively. Furthermore is the eigen-

space corresponding to these eigenvalues a graph subspace. So the algebraic Riccati

equation

0 ¼ ATKi þ KiA� KiSiKi þ Qi;

has a stabilizing solution Ki; i ¼ 1; 2 (see the Note following Example 5.5).
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Since ðA;BiÞ; i ¼ 1; 2, are stabilizable by Theorem 7.16 the unique open-loop equili-

brium actions are

vi ¼ �2 �s 0½ �PixðtÞ; ð7:8:15Þ

where

Pi ¼
r 1

2
r þ �1

as� cs� cr as� cð1
2
r þ sþ �1Þ

" #

�
2rð2cs�ðaþ2cÞðrþ3sÞÞ

a�c
�2ð1

2
r þ 3sþ �1Þð12 r þ �1Þ

� rð6rþ14sÞ
a�c

0

2
4

3
5
�1

¼:
fo go

ho lo

" #
; i ¼ 1; 2:

Elementary calculations show that

fo ¼ � 1

2ð1
2
r þ 3sþ �1Þ

and go ¼
c� a

6r þ 14s
� 2cs� ðaþ 2cÞðr þ 3sÞ
ð1
2
r þ 3sþ �1Þð6r þ 14sÞ

: ð7:8:16Þ

Using these equilibrium actions, the resulting closed-loop system is

_xxðtÞ ¼ ��1 ðaþ 2cÞs� 4s2go
0 � 1

2
r

� �
xðtÞ:

Next, we reformulate the results in our original model parameters. To that end we first

notice that from the above differential equation in x one obtains the following differential

equation for the price pðtÞ:

_ppðtÞ ¼ 1

2
r � �1

� �
pðtÞ þ ðaþ 2cÞs� 4s2go:

It is easily verified that its solution is

pðtÞ ¼ �e
1
2
r��1ð Þt þ sða� 4sgo þ 2cÞ

� 1
2
r þ �1

;

where � ¼ p0 � sða�4sgoþ2cÞ
�1

2
rþ�1 .

So, the price converges to the constant level

sða� 4sgo þ 2cÞ
� 1

2
r þ �1

ð7:8:17Þ

with a ‘convergence speed’ of � 1
2
r þ �1.
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Furthermore, using expressions (7.8.12) and (7.8.9), respectively, it follows by

straightforward substitution into equation (7.8.16) that the equilibrium actions, stated

in the original model parameters, are:

u�i ðtÞ ¼ ð2sfo þ 1ÞpðtÞ þ 2sgo � c; i ¼ 1; 2: ð7:8:18Þ

Finally, we like to compare the limiting outcome of the game if s ! 1 (suggesting an

instantaneous adaptation of the prices) with the Nash equilibrium of the corresponding

static model. This corresponding static model is

min
ui

pui � cui �
1

2
u2i ;

with p ¼ a� u1 � u2. By straightforward differentiation one obtains the reaction

functions

u1 ¼
1

3
ða� c� u2Þ and u2 ¼

1

3
ða� c� u1Þ:

From this it then follows straightforwardly that the Nash equilibrium price for this

model is ps :¼ 1
2
aþ 1

2
c.

By considering the limit for s ! 1 in expression (7.8.17) one shows that the limiting

price in the open-loop game converges to po :¼ �aþ ð1� �Þc, with � ¼ 3
7
. So taking

account of dynamics results in an equilibrium price which takes the producer’s cost

more into account.

7.9 Notes and references

For this chapter in particular the works by Feucht (1994), Kremer (2002) and Engwerda

(1998a, b) have been consulted. In particular the work of Feucht contains some additional

existence results concerning the finite-planning horizon game for just one specific initial

state. Moreover, his work contains some sufficient conditions on the system parameters

under which one can conclude that the finite-planning horizon game will have a Nash

solution. These conditions are such that the set of coupled Riccati differential equations

reduce to one non-symmetric n� n Riccati differential equation (where n is the dimen-

sion of the system), irrespective of the number of involved players. Consequently the

solution of such a game can be solved rather efficiently (see Chapter 5.3). Engwerda

(1998b) used these conditions to present some sufficient conditions under which both the

finite and infinite horizon game always have a solution. Moreover he showed that if

matrix A is additionally stable, the equilibrium strategy of the finite-planning horizon

game then converges under some mild restriction to the unique equilibrium strategy of the

infinite-planning horizon game.

Concerning the numerical stability of Algorithm 7.1, we notice that various sugges-

tions have been made in literature to calculate solutions of Riccati equations in a numeri-

cal reliable way (for example, Laub (1979, 1991), Paige and Van Loane (1981), van Dooren

(1981) and Mehrmann (1991)). Also see Abou-Kandil et al. (2003), for a more general
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survey on various types of Riccati equations. These methods can also be used to improve

the numerical stability of Algorithm 7.1. Particularly if one is considering the imple-

mentation of large-scale models one should consult this literature.

The results obtained in this chapter can be generalized straightforwardly to the N-player

case. All results concerning matrix M should then be substituted by

M ¼ A �S

�Q �AT
2

� �
;

where S :¼ ½S1; . . . ; SN �; Q :¼ ½Q1; . . . ;QN �T and A2 ¼ diagfAg.
A different mathematical approach to tackle the present case open-loop dynamic

games which has been successfully exploited in literature is the Hilbert-space method.

Lukes and Russel (1971), Simaan and Cruz (1973), Eisele (1982) and, more recently, Kun

(2001) and Kremer (2002) took this approach. A disadvantage of this approach is that

there are some technical conditions under which this theory can be used. On the other

hand, particularly on an infinite horizon, it sometimes leads more directly to results and

therefore helps in having more intuition about the problem. For instance, the result under

which the game has a unique equilibrium for all initial states was first proved by Kremer

(2002) using this approach under the additional assumption that matrix A is stable.

Readers interested in more results and details on the open-loop soft-constrained

differential game are referred to Bas˛ar and Bernhard (1995). Furthermore, one can find in

Kun (2001) and Jank and Kun (2002) some first results on the corresponding multi-player

game for a finite-planning horizon.

7.10 Exercises

1. Consider the scalar differential game

min
ui

Ji :¼
ðT
0

fqix2ðtÞ þ riu
2
i ðtÞgdt þ qiTx

2ðTÞ; i ¼ 1; 2;

subject to

_xxðtÞ ¼ axðtÞ þ b1u1ðtÞ þ b2u2ðtÞ; xð0Þ ¼ x0:

Determine which of the next differential games has an open-loop Nash equilibrium

for every initial state x0. In case an equilibrium exists, compute the equilibrium

actions and involved cost.

(a) T ¼ 2, a¼ 0, b1 ¼ 1, b2 ¼ 1, q1 ¼ 3, q2 ¼ 1, r1 ¼ 4, r2 ¼ 4, q1T ¼ 0 and q2T ¼ 0.

(b) T ¼ 1, a¼ 1, b1 ¼ 2, b2 ¼ 1, q1 ¼ 1, q2 ¼ 4, r1 ¼ 1, r2 ¼ 1, q1T ¼ 0 and q2T ¼ 0.

(c) T ¼ 1, a¼ 0, b1 ¼ 1, b2 ¼ 1, q1 ¼�1, q2 ¼ 2, r1 ¼ 1, r2 ¼ 1, q1T ¼ 0 and q2T ¼ 1.

2. Reconsider the differential games from Exercise 1.
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(a) Show that for all T 2 ½0;2Þ the game considered in Exercise 1(a) has a unique

open-loop Nash equilibrium. Show that the solutions of the coupled Riccati

differential equations (7.2.8) and (7.2.9) are

p1ðtÞ ¼ 3
e�ðt�2Þ � et�2

e�ðt�2Þ þ et�2
and p2ðtÞ ¼

e�ðt�2Þ � et�2

e�ðt�2Þ þ et�2
:

Moreover, show that the open-loop equilibrium strategies are

u�1ðtÞ ¼ � 3

4

e2

e2 þ e�2
e�t � e�2

e2 þ e�2
et

� �

and u�2ðtÞ ¼ � 1

4

e2

e2 þ e�2
e�t � e�2

e2 þ e�2
et

� �
:

Compare your answer with that of Exercise 1(a).

(b) Show that for all T 2 ½0;1Þ the game considered in Exercise 1(b) has a unique

open-loop Nash equilibrium. Show that the solution of the coupled Riccati

differential equations (7.2.8) and (7.2.9) are

p1ðtÞ ¼
1

2

e�3ðt�1Þ � e3ðt�1Þ

e�3ðt�1Þ þ 2e3ðt�1Þ and p2ðtÞ ¼ 2
e�3ðt�1Þ � e3ðt�1Þ

e�3ðt�1Þ þ 2e3ðt�1Þ :

Moreover, show that the open-loop equilibrium strategies are

u�1ðtÞ ¼ u�2ðtÞ ¼ � 2e3

e3 þ 2e�3
e�3t þ 2e�3

e3 þ 2e�3
e3t:

Compare your answer with that of Exercise 1(b).

(c) Show that for all T 2 ½0;1Þ the game considered in Exercise 1(c) has a unique

open-loop Nash equilibrium. Show that the solution of the coupled Riccati

differential equations (7.2.8) and (7.2.9) are

p1ðtÞ ¼
�e�ðt�1Þ þ 1

e�ðt�1Þ and p2ðtÞ ¼
2e�ðt�1Þ � 1

e�ðt�1Þ :

Moreover, show that the open-loop equilibrium strategies are

u�1ðtÞ ¼ � 1

e
þ e�t and u�2ðtÞ ¼

1

e
� 2e�t:

Compare your answer with that of Exercise 1(c).

3. Consider the zero-sum game with state dynamics

_xxðtÞ ¼ xðtÞ þ u1ðtÞ þ u2ðtÞ; xð0Þ ¼ 27;
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and cost function for player one:

J ¼
ðT
0

x2ðtÞ þ u21ðtÞ �
1

2
u22ðtÞ

� �
dt � 1

4
x2ðTÞ:

(a) Show that for all T 2 ½0;1Þ the game has for every initial state a unique open-loop

Nash equilibrium if and only if the following three differential equations have a

solution for all T 2 ½0;1Þ:

_ppðtÞ ¼ �2pðtÞ � 1� p2ðtÞ; pðTÞ ¼ � 1

4
;

_kk1ðtÞ ¼ �2k1ðtÞ þ k21ðtÞ � 1; k1ðTÞ ¼ � 1

4
;

_kk2ðtÞ ¼ �2k2ðtÞ þ 2k22ðtÞ þ 1; k2ðTÞ ¼ � 1

4
:

(b) Show that for T ¼ 1 the solutions of the differential equations in (a) are

pðtÞ ¼ �1þ 1

t þ 1
3

; k1ðtÞ ¼ 1�
ffiffiffi
2

p
þ 2

ffiffiffi
2

p

1� c1e2
ffiffi
2

p
ðt�1Þ

and k2ðtÞ ¼
1

2
þ 1

2
tanðt þ c2Þ;

for appropriately chosen c1 and c2, respectively.

(c) Show that the solution of the differential equation

_��ðtÞ ¼ ð1� 3pðtÞÞ�ðtÞ; �ð0Þ ¼ 27;

is �ðtÞ ¼ tþ 1
3

	 
�3
e4t.

(d) Determine the constants c1 and c2 in Part (b). Show that the game has a unique

open-loop Nash equilibrium for T ¼ 1. Determine the corresponding equilibrium

actions.

(e) Consider the scrap value �cx2ðTÞ instead of � 1
4
x2ðTÞ in the cost function J. Can

you find a constant c such that the game does not have an open-loop Nash

equilibrium for an arbitrary initial state for all T 2 ½0;1Þ?

4. Consider two identical countries who have an agreement to keep the net transfer of

pollution to each other’s country at a zero level. Assume that the dynamics of the net

transfer of pollution from country one to country two, xðtÞ, is described by the

dynamics

_xxðtÞ ¼ axðtÞ þ u1ðtÞ þ u2ðtÞ; xð0Þ ¼ x0:

Assume, moreover, that both countries agreed that if one country has a positive net

transfer of pollution it has to pay a fine to the other country that is quadratically
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proportional to this amount xðtÞ. Let x0 > 0. The minimization problem considered by

country one is then formalized as

min
u1

JðTÞ :¼
ðT
0

fx2ðtÞ þ u21ðtÞ � u22ðtÞgdt;

whereas country two likes to maximize JðTÞ with respect to u2.

(a) Give an interpretation of the control variables uiðtÞ; i¼ 1;2.

(b) Show that the game has an open-loop Nash equilibrium if the following dif-

ferential equations have a solution on ½0;T �.

_ppðtÞ ¼ �2apðtÞ � 1; pðTÞ ¼ 0;

_kk1ðtÞ ¼ �2ak1ðtÞ þ k21ðtÞ � 1; k1ðTÞ ¼ 0;

_kk2ðtÞ ¼ �2ak2ðtÞ þ k22ðtÞ þ 1; k2ðTÞ ¼ 0:

(c) Determine the equilibrium actions provided the conditions under item (b) are

satisfied. Can you give an intuitive explanation for the result obtained?

(d) Consider the differential equations in item (b). Show that k1ðtÞ exists for all

t 2 ½0;T �. Next show that

k2ðtÞ ¼
aþ

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� a2

p
tanð

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� a2

p
ðt � TÞ þ c1Þ; if 1� a2 > 0;

a� 1
t�Tþc2

; if 1� a2 ¼ 0;

a� cþ 2c
1�c3e2cðt�TÞ ; if 1� a2 < 0; c :¼

ffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 � 1

p
:

8><
>:

(e) Determine the constants ci; i¼ 1;2;3 in item (d). Show that k2 does not exist

for all t 2 ½0;T � if either (i) �
ffiffiffiffiffiffiffiffiffiffiffiffi
1� a2

p
T þ arctan �a

1�a2
<��

2
, (ii) a¼ 1 and T < 1 or

(iii) aþc
a�c

> e2cT , respectively.

(f) Combine the results of parts (d) and (e) and draw your conclusions with respect

to the existence of an open-loop Nash equilibrium for this game. Can you give an

intuitive explanation for this result?

5. Consider the linear quadratic differential game

_xx ¼ Axþ B1u1 þ B2u2; xð0Þ ¼ x0;

with

Jiðu1; u2Þ :¼
1

2

ðT
0

½xTðtÞ; uT1 ðtÞ; uT2 ðtÞ�Mi

xðtÞ
u1ðtÞ
u2ðtÞ

2
4

3
5dt þ xTðTÞQiTxðTÞ; ð7:10:1Þ

where Mi ¼
Qi Vi Wi

VT
i R1i Ni

WT
i NT

i R2i

2
4

3
5 and Rii > 0; i ¼ 1; 2.
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Assume that

G :¼ 0 I 0½ �M1

0 0 I½ �M2

� � 0 0

I 0

0 I

2
4

3
5 ¼ R11 N1

NT
2 R22

� �

is invertible. Let

A2 :¼ diagfA;Ag; B :¼ ½B1; B2�; ~BBT :¼ diagfBT
1 ;B

T
2g; ~BBT

1 :¼ BT
1

0

� �
; ~BBT

2 :¼ 0

BT
2

� �
;

Zi :¼ ½I 0 0�Mi

0 0

I 0

0 I

2
4

3
5¼ ½Vi;Wi�, i¼ 1;2; Z :¼ 0 I 0½ �M1

0 0 I½ �M2

� � I

0

0

2
4

3
5 VT

1

WT
2

� �
;

~AA :¼ A�BG�1Z; ~SSi :¼ BG�1~BBT
i ;

~QQi :¼ Qi � ZiG
�1Z; ~AAT

2 :¼ AT
2 �

Z1
Z2

� �
G�1~BBT and

~MM :¼
~AA �~SS

�~QQ �~AAT
2

� �
, where ~SS :¼ ½~SS1; ~SS2�; ~QQ :¼

~QQ1
~QQ2

� �
.

(a) Show that

~MM ¼
A 0 0

�Q1 �AT 0

�Q2 0 �AT

2
4

3
5þ

�B

Z1
Z2

2
4

3
5G�1 Z; ~BBT

1 ;
~BBT
2

� �
:

(b) Assume that the two Riccati differential equations

_KKiðtÞ ¼ �ATKiðtÞ � KiðtÞAþ ðKiðtÞBi þ ViÞR�1
ii ðBT

i KiðtÞ þ VT
i Þ � Qi; KiðTÞ ¼ QiT ;

ð7:10:2Þ

have a symmetric solution Kið:Þ on ½0;T �, i¼ 1;2. Show that this linear quadratic

differential game has an open-loop Nash equilibrium for every initial state if and only

if matrix

~HHðTÞ ¼ ½I 0 0�e� ~MMT
I

Q1T

Q2T

2
4

3
5

is invertible.

(c) Assume that:

(i) the set of (coupled) Riccati differential equations

_PPðtÞ ¼ �~AAT
2PðtÞ � PðtÞ~AAþ PðtÞBG�1~BBTPðtÞ � ~QQ; PTðTÞ ¼ ½QT

1T ; Q
T
2T �

has a solution P on ½0; T �, and
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(ii) the two Riccati differential equations (7.10.2) have a symmetric solution Kið:Þ
on ½0;T �.

Show that the differential game has a unique open-loop Nash equilibrium for every

initial state. Moreover, show that the equilibrium actions are

u�1ðtÞ
u�2ðtÞ

� �
¼ �G�1ðZ þ ~BBTPðtÞÞ~��ðt; 0Þx0;

where ~��ðt;0Þ is the solution of the transition equation

_~��~��ðt; 0Þ ¼ ðA� BG�1ðZ þ ~BBTPðtÞÞÞ~��ðt; 0Þ; ~��ð0; 0Þ ¼ I:

(d) Show that for all T 2 ½0; t1Þ there exists a unique open-loop Nash equilibrium

for the game if and only if the Riccati differential equations (i) and (ii) in part (c)

have an appropriate solution for all T 2 ½0; t1Þ.

6. Consider the set of coupled algebraic Riccati equations (7.3.1) and (7.3.2). Determine

numerically all solutions of this set of equations for the following parameter choices.

(a) A¼ 1, Q1 ¼ 1, Q2 ¼ 2, S1 ¼ 3, S2 ¼ 4.

(b) A¼ 1, Q1 ¼�1, Q2 ¼ 2, S1 ¼ 3, S2 ¼ 4.

(c) A¼ 1, Q1 ¼ 1, Q2 ¼�2, S1 ¼ 3, S2 ¼ 4.

(d) A¼ 2, Q1 ¼ 1, Q2 ¼�2, S1 ¼ 4, S2 ¼ 4.

(e) A¼ 1, Q1 ¼ 0, Q2 ¼ 0, S1 ¼ 3, S2 ¼ 4.

7. Consider

Q1 ¼
2 0

0 1

� �
; Q2 ¼

1 0

0 2

� �
; S1 ¼

1 0

0 0

� �
and S2 ¼

0 0

0 1

� �
:

Answer the same question as in Exercise 6 if

(a) A¼ 1 0

0 �2

� �
, (b) A¼ 1 1

0 �2

� �
, (c) A¼ 1 1

3 �2

� �
and (d) A¼ 1 1

�3 �2

� �
.

8. Reconsider Exercise 7. Show that the set of coupled algebraic Riccati equations

(7.3.1) and (7.3.2) in parts (a)–(d) has one, three, three and one stabilizing solution(s),

respectively.

9. Assume that S1 > 0, S2 ¼ �S1 and Q1 þ �Q2 > 0, for some scalar � 2 R.

(a) Show that matrix M and M2 :¼
A �S1 0

�Q1��Q2 �AT 0

�Q2 0 �AT

2
4

3
5 have the same

eigenvalues.0
@ Hint: show that M2 ¼ SMS�1, where S¼¼

I 0 0

0 I �I
0 0 I

2
4

3
5
1
A.
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(b) Show that matrix H :¼ A �S1
�Q1��Q2 �AT

� �
has a stable invariant graph subspace

I

X

� �
. (Hint: see Proposition 5.15.)

(c) Assume that the matrices A and � are stable. Show that the matrix equation

Y�þATY ¼�Q2 has a solution.

(d) Show that if matrix A is stable the set of coupled algebraic Riccati equations

(7.3.1) and (7.3.2) has exactly one stabilizing solution.

10. Consider

A ¼ 0 �1

1 0

� �
; Q1 ¼

0 0

0 0

� �
; Q2 ¼

1 0

0 1

� �
; S1 ¼

1 0

0 1

� �
and S2 ¼

0 0

0 0

� �
:

Show analytically that the set of coupled algebraic Riccati equations (7.3.1) and

(7.3.2) has no solution.

11. Consider the games corresponding to the parameters in Exercise 6. Assume that the

initial state of the system is x0.

(a) Show that only the games (a) and (e) in Exercise 6 have a set of open-loop

equilibrium actions which permit a feedback synthesis for every initial state x0.

(b) Show that the involved costs for game 6(a) are J1 ¼ 0:2156x20 and J2 ¼ 0:6691x20,
respectively.

(c) Show that the involved costs for game 6(e) are J1 ¼ 6�2

ð3�þ4�Þ2 and J2 ¼ 8�2

ð3�þ4�Þ2,
�; �2R, respectively, with 3�þ 4� 6¼ 0.

(d) Show that the set of all open-loop Nash equilibria in part (c) satisfies J2 ¼
1
4
ð3J1� 2

ffiffiffi
6

p ffiffiffiffiffi
J1

p
þ 6Þ, where J1 � 0.

(e) Determine all Pareto efficient open-loop Nash equilibria for the set of open-loop

Nash equilibria in part (c).

12. Consider the games corresponding to the parameters in Exercise 7. Assume

B1 ¼ ½1 0�T and B2 ¼ ½0 1�T .

(a) Verify for which games the matrix pairs ðA;BiÞ; i¼ 1;2, are stabilizable.

(b) Determine for which games the corresponding algebraic Riccati equations (7.4.7)

have a stabilizing solution.

(c) Show that the open-loop Nash equilibria ðJ�1 ;J�2Þ :¼ ðxT0M1x0;x
T
0M2x0Þ that permit

a feedback synthesis for every initial state are:

for game ðbÞM1¼
2:6187 0:6029

0:6029 0:3634

" #
; M2¼

0:3226 0:0340

0:0340 0:4559

" #
; M1¼

4:7805 1:7768

1:7768 1

" #
;

M2¼
3:8019 1:9420
1:9420 1:5

� �
; andM1¼

2:9708 1:1345
1:1345 1

� �
; M2¼

0:3814 0:3364
0:3364 1:5

� �
;
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for game ðcÞM1¼
3:4454 0:7933
0:7933 0:3569

� �
; M2¼

0:6561 0:3321
0:3321 0:4780

� �
; M1¼

2:6299 0:2076
0:2076 0:1400

� �
;

M2¼
34:8639 8:1160
8:1160 2:2464

� �
; andM1¼

2:3982 0:6049
0:6049 0:4988

� �
; M2¼

4:7085 �0:1528
�0:1528 0:4869

� �
;

for game ðdÞ M1 ¼
2:0336 0:3003
0:3003 0:3027

� �
; M2 ¼

0:9539 �0:1493
�0:1493 0:4076

� �
;

respectively.

(d) Show that for game (b) and (c) there is no equilibrium that Pareto dominates

another equilibrium for every initial state.

(e) Consider game (b) with initial state x0 ¼ ½1 0�T . Is there an equilibrium which

Pareto dominates another equilibrium?

(f) Which of the games (a) and (d) has a unique open-loop Nash equilibrium for

every initial state?

13. Reconsider Exercise 4 with T ¼ 1 and a < 0.

(a) Show that this game has a unique open-loop Nash equilibrium for every initial

state if and only if a<�1.

(b) Show that if a<�1 the equilibrium actions are u�1ðtÞ ¼ 1
2a
eatx0 and u�2ðtÞ ¼

�u�1ðtÞ. Moreover, J�1 ¼�1
2a
x20 and J�2 ¼�J�1 .

14. Consider the zero-sum game with state dynamics

_xxðtÞ ¼ 2xðtÞ þ u1ðtÞ þ u2ðtÞ; xð0Þ ¼ 1;

and cost function for player one:

J ¼
ð1
0

x2ðtÞ þ u21ðtÞ �
1

2
u22ðtÞ

� �
dt:

Show by construction that this game has an infinite number of open-loop Nash

equilibria.

15. Consider the linear quadratic differential game

_xx ¼ Axþ B1u1 þ B2u2; xð0Þ ¼ x0;

with

Jiðu1; u2Þ :¼
1

2

ð1
0

½xTðtÞ; uT1 ðtÞ; uT2 ðtÞ�Mi

xðtÞ
u1ðtÞ
u2ðtÞ

2
4

3
5dt; ð7:10:3Þ

where Mi ¼
Qi Vi Wi

VT
i R1i Ni

WT
i NT

i R2i

2
4

3
5 and Rii > 0; i ¼ 1; 2.

Consider the notation we used in Exercise 7.5. Assume that matrix G is invertible.
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(a) Show that if this game has an open-loop Nash equilibrium for every initial state,

then the same conclusions as in Theorems 7.11 and 7.12, part 1, hold with matrix

M replaced by matrix ~MM.

(b) Consider the algebraic Riccati equations

ATKi þ KiA� ðKiBi þ ViÞR�1
ii ðBT

i Ki þ VT
i Þ þ Qi ¼ 0; i ¼ 1; 2: ð7:10:4Þ

Show that if the game has an open-loop Nash equilibrium for every initial

state, the two algebraic Riccati equations (7.10.4) have a symmetric stabilizing

solution Ki.

(c) Next, consider the set of (coupled) algebraic Riccati equations

0 ¼ �~AAT
2P� P~AAþ PBG�1~BBTP� ~QQ: ð7:10:5Þ

Assume that (7.10.5) has a stabilizing solution P and the set of algebraic Riccati

equations (7.10.4) have a stabilizing solution Ki; i¼ 1;2.

Show that the game has an open-loop Nash equilibrium for every initial state

and that

u�1ðtÞ
u�2ðtÞ

� �
¼ �G�1ðH þ ~BBTPÞ~��ðt; 0Þx0; ð7:10:6Þ

where ~��ðt;0Þ is the solution of the transition equation

_~��~��ðt; 0Þ ¼ ðA� BG�1ðH þ ~BTBTPÞÞ~��ðt; 0Þ; ~��ð0; 0Þ ¼ I;

provides a set of equilibrium actions.

(d) Show that if (i) matrix ~MM has n stable eigenvalues and 2n unstable eigenvalues,

(ii) the stable subspace is a graph subspace and (iii) the algebraic Riccati

equations (7.10.4) and (7.10.5) have a stabilizing solution, then for every initial

state the game has a unique open-loop Nash equilibrium. Moreover, the equili-

brium actions are given by equation (7.10.6).

16. (a) Show that the equilibrium actions for the corresponding finite-planning horizon

game in Exercise 6(a) converge. Determine the converged actions.

(b) Reconsider Exercise 4, with a < �1. Are the conditions of Theorem 7.34 met for

this game? Show that the open-loop equilibrium actions for this game converge

to the equilibrium actions of the corresponding infinite-horizon planning game

which we considered in Exercise 13.

17. Reconsider the games associated with the parameters in Exercise 7.

(a) Determine which of the matrices M associated with these games are dichotomi-

cally separable.

(b) Consider the Hamiltonian matrices Hi :¼
A �Si

�Qi �AT

� �
; i ¼ 1; 2 associated

with these games. Which of these matrices are not dichotomically separable?
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(c) Consider game (b). Use a symbolic toolbox to show that detð½I 0 0�e�Mt

½I 0 0�TÞ > 0 for all t > 0. Here M is defined as usual.

(d) Show that the equilibrium actions of the finite game converge. Determine the

converged equilibrium actions.

18. Consider the non-cooperative game

_xxðtÞ ¼ �0:2 0

0 �2

� �
xðtÞ þ 1 0

0 1

� �
u1ðtÞ þ

1

0

� �
u2ðtÞ; x0 ¼

1

2

� �
;

with

J1 ¼
ð1
0

xTðtÞ 1 0

0 0:1

� �
xðtÞ þ u1ðtÞ

2 �1

�1 1

� �
u1ðtÞ

� �
dt

and

J2 ¼
ð1
0

xTðtÞ 1 1

1 2

� �
xðtÞ þ u22ðtÞ

� �
dt

(a) Determine numerically all open-loop Nash equilibria for this game that permit

a feedback synthesis.

(b) Determine for all Nash equilibria in (a) the corresponding cost, using the

MATLAB LYAP command. Compare the cost for all equilibria. Is there an

equilibrium which is dominated by another equilibrium?

(c) What can you say about the convergence of the outcome of the corresponding

finite-planning horizon equilibrium if the planning horizon expands using

Corollary 7.26?

19. Consider the interaction of the fiscal stabilization policies of two countries. Assume

that the competitiveness between both countries is described by the following

differential equation

_ssðtÞ ¼ �asðtÞ þ f1ðtÞ � f2ðtÞ; sð0Þ ¼ s0;

where a > 0, the variable sðtÞ denotes the difference in prices between both countries

at time t and fiðtÞ is the fiscal deficit set by the fiscal authority in country i; i ¼ 1; 2:
Each fiscal authority seeks to minimize the following intertemporal loss function

which is assumed to be quadratic in the price differential and fiscal deficits,

Ji ¼
ðT
0

e��tfqis2ðtÞ þ ri f
2
i ðtÞgdt; i ¼ 1; 2:
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Here � is a discount factor. Assume that both countries do not cooperate over their

policies aimed at reducing the initial price differential between both countries.

(a) Present both necessary and sufficient conditions under which this game has an

open-loop Nash equilibrium for all initial states, for an arbitrarily chosen planning

horizon somewhere in the interval ½0; 5�.
(b) Determine the open-loop Nash equilibrium in (a) (you are not explicitly asked to

solve the differential equations involved!).

(c) Consider the case that both countries are completely symmetric in their pre-

ferences. Determine the open-loop Nash equilibrium strategies in that case.

(Hint: first show that P1 ¼ P2 in that case by considering the difference between

both Riccati differential equations.)

(d) Assume a ¼ 1, q1 ¼ r1 ¼ 1, q2 ¼ 0:5, r2 ¼ 2, � ¼ 0:05 and s0 ¼ 1. Plot (numeri-

cally) the corresponding open-loop Nash equilibrium actions and closed-loop

system.

(e) Choose T ¼ 1. Determine (numerically), for the parameters chosen in (d), the

corresponding open-loop Nash equilibrium actions and closed-loop system on the

interval ½0; 10�.
(f) Compare the answers in (d) and (e). Can you comment on the differences between

the answers?

20. Consider the following model on advertising in a market consisting of two suppliers

who sell their product at a fixed price pi; i ¼ 1; 2. Assume that the demand for the

product, dðtÞ, is given by

_ddðtÞ ¼ �adðtÞ þ u1ðtÞ þ u2ðtÞ; dð0Þ ¼ d0:

Here, uiðtÞ is the effect of an advertisement by company i on the demand. a > 0 is

assumed to be the ‘forgetting’ factor of consumers about the product. Assume

that the cost of advertising increases quadratically with ui. Company 1 is assumed to

be the ‘owner’ of the market. Only by using an advertising campaign which

overrides the advertising efforts of Company 1, can Company 2 gain access to

this market. The demand for the product from Company 1 is dðtÞ þ u1ðtÞ � u2ðtÞ,
whereas Company 2 is only able to sell the instantaneous excess demand

u2ðtÞ � u1ðtÞ at the price p2. We consider the profit functions �i; i ¼ 1; 2, with

�1 ¼
ð1
0

e�2rtfp1ðyðtÞ þ u1ðtÞ � u2ðtÞÞ � u21ðtÞgdt;

�2 ¼
ð1
0

e�2rtfp2ðu2ðtÞ � u1ðtÞÞ � u22ðtÞgdt;

where r > 0 is a discounting factor.
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(a) Show that with xðtÞ :¼ e�rt½dðtÞ 1�T and viðtÞ :¼ e�rtðuiðtÞ � piðtÞÞ the model can

be rewritten into the standard framework

min
vi

ð1
0

xTðtÞ 0 �pi=2
�pi=2 �p2i =4

� �
xðtÞ þ v2i ðtÞ

� �
dt;

subject to

_xxðtÞ ¼ �a� r ðp1 þ p2Þ=2
0 �r

� �
þ 1

0

� �
v1 þ

1

0

� �
v2; xð0Þ ¼ d0

1

� �
:

(b) Show that this game always has a unique open-loop Nash equilibrium and that the

stabilizing solutions for the associated coupled algebraic Riccati equations (7.3.1)

and (7.3.2) are

Pi ¼
0 �pi

2ðaþ2rÞ
�pi

2ðaþ2rÞ yi

" #
; i ¼ 1; 2;

where yi ¼ �pi
rðaþ2rÞ2 ð

p1þp2
2

ð1þ 4rþ 2aÞþ pi
2
ðaþ 2rÞ2Þ; i¼ 1;2:

(c) Show that the unique equilibrium strategies are u�i ¼
pi

2ð2rþaÞ þ pi; i ¼ 1; 2.

(d) Show that the equilibrium demand function satisfies d�ðtÞ ¼ e�atd0 þ p1þp2
2a

2rþaþ1
2rþa

.

(e) Determine conditions for the parameters a; r and pi under which Company 2 will

actually decide to enter this market.

21. Consider the transboundary acid-rain problem for two countries outlined in

Example 3.23. That is,

min
ei

ð1
0

e�rtf�id2i ðtÞ þ �iðeiðtÞ � �eeiÞ2gdt;

subject to

d1ðtÞ
d2ðtÞ

� �
¼ b11

b21

� �
e1ðtÞ þ

b12
b22

� �
e2ðtÞ �

c1
c2

� �
;

d1ð0Þ
d2ð0Þ

� �
¼ d10

d20

� �
:

Assume that all parameters and constants are nonnegative and r > 0.

(a) Let xðtÞ :¼ e�
1
2
t½d1ðtÞ; d2ðtÞ; 1�T and uiðtÞ :¼ e�rtðeiðtÞ � �eeiÞ. Show that the game

can be rewritten into standard form as

min
ui

ð1
0

fxTðtÞQixðtÞ þ �iu
2
i ðtÞgdt;
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subject to

_xxðtÞ ¼ AxðtÞ þ B1u1ðtÞ þ B2ðtÞ; xð0Þ ¼ x0:

Determine the matrices Qi, A and Bi.

(b) Show that the eigenvalues of the matrix M associated with this game in Algorithm

7.1 are � 1
2
r;��1;��2; 12 r; �1; �2

� �
, where the algebraic multiplicity of 1

2
r is 4

and �i are some complex numbers.

(c) Show that �i in part (b) are positive real numbers if and only if

r4 þ 4r2ð�1	1 þ �2	4Þ þ 16�1�2	1	4 > 4�1�2	2	3;

where 	1 :¼ b2
11

�1
, 	2 :¼ b12b22

�2
, 	3 :¼ b11b21

�1
and 	4 :¼ b2

22

�2
.

(d) Use a symbolic toolbox to verify that under the conditions of part (c),

�1 ¼ � 1

2

ffiffiffiffiffiffiffiffiffiffiffiffi
2sþ t

p
and �2 ¼ � 1

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2sþ t

p
;

where s :¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð�1	1� �2	4Þ2þ 4�1�2	2	3

q
and t :¼ r2þ 2�1	1þ 2�2	4.

(e) Let �1 :¼
ffiffiffiffiffiffiffiffiffiffiffiffi
2sþ t

p
, �2 :¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2sþ t

p
, �1 :¼ �c1 þ b11�ee1 þ b12�ee2, �2 :¼ �c2 þ

b21�ee1 þ b22�ee2.

Furthermore define

v1i :¼
ðrþ�iÞ2

4�1�1
; v2i :¼

ð�2i � 4	1�1� r2Þð2�2	4þ r2þ r�iÞþ 8�1�2	2	3
8�1	2�1�2

; v3i :¼
rþ�i
2�1

;

v4i :¼
ðrþ�iÞð�2i � 4	1�1� r2Þ

8�1	2�1
; v5 :¼

�2ð	4�2�	1�1þ sÞ
2�1	2�1

; v6 :¼
�2ð	4�2�	1�1� sÞ

2�1	2�1
;

w1 :¼ �2ð�2	2��1	4Þ and w2 :¼ rð�1	3��2	1Þ:

Show that an eigenvector corresponding to ��1, ��2 and � r
2
is

v11; v21; 0; v31; 0; 1; 0; v41; v5½ �T ;
v12; v22; 0; v32; 0; 1; 0; v42; v6½ �T and

rw1

�1w2

; 1; � �2ð	1	4 � 	2	3Þ
w2

;
w1

w2

; 0;
�1w1

rw2

; 0;
�2
r
;
�2�2
r2

� �T
;

respectively.

(f) Formulate both necessary and sufficient conditions under which the game has a

unique open-loop Nash equilibrium for every initial state.

(g) Let X :¼
v11 v12

rw1

�1w2

v21 v22 1

0 0 � �2ð	1	4�	2	3Þ
w2

2
4

3
5.
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Show that under the conditions of item (f) the equilibrium actions are

u�1ðtÞ ¼�b11

�1
v31; v32;

w1

w2

� �
X�1xðtÞ and u�2ðtÞ ¼�b22

�2
v41; v42;

�2
r

� �
X�1xðtÞ:

7.11 Appendix

Proof of Theorem 7.1

‘) part’ Suppose that ðu�1ð:Þ; u�2ð:ÞÞ is a Nash equilibrium. Then, according the maxi-

mum principle, the Hamiltonian

Hi ¼ xTQixþ uT1Ri1u1 þ uT2Ri2u2
	 


þ  T
i Axþ B1u1 þ B2u2ð Þ;

is minimized by player i with respect to ui. This gives the necessary conditions

u�1ðtÞ ¼ �R�1
11 B

T
1 1ðtÞ;

u�2ðtÞ ¼ �R�1
22 B

T
2 2ðtÞ;

where the n-dimensional vectors  1ðtÞ and  2ðtÞ satisfy

_  1ðtÞ ¼ �Q1xðtÞ � AT 1ðtÞ; with  1ðTÞ ¼ Q1TxðTÞ ð7:11:1Þ
_  2ðtÞ ¼ �Q2xðtÞ � AT 2ðtÞ; with  2ðTÞ ¼ Q2TxðTÞ ð7:11:2Þ

and

_xxðtÞ ¼ AxðtÞ � S1 1ðtÞ � S2 2ðtÞ; xð0Þ ¼ x0:

In other words, if the problem has an open-loop Nash equilibrium then the differential

equation

d

dt

xðtÞ
 1ðtÞ
 2ðtÞ

2
4

3
5 ¼ M

xðtÞ
 1ðtÞ
 2ðtÞ

2
4

3
5 ð7:11:3Þ

with boundary conditions xð0Þ ¼ x0;  1ðTÞ � Q1TxðTÞ ¼ 0 and  2ðTÞ � Q2TxðTÞ ¼ 0,

has a solution. Let yðtÞ :¼ ½xTðtÞ;  T
1 ðtÞ;  T

2 ðtÞ�
T
. Then the above reasoning shows that,

if there is a Nash equilibrium, then for every x0 the next linear two-point boundary-

value problem has a solution.

_yyðtÞ ¼ MyðtÞ; with Pyð0Þ þ QyðTÞ ¼ ½xT0 0 0�T : ð7:11:4Þ
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Here

P ¼
I 0 0

0 0 0

0 0 0

2
4

3
5 and Q ¼

0 0 0

�Q1T I 0

�Q2T 0 I

2
4

3
5:

Some elementary rewriting shows that the above two-point boundary-value problem

(7.11.4) has a solution for every initial state x0 if and only if

ðPþ QeMTÞyð0Þ ¼ ½xT0 0 0�T ;

or, equivalently,

ðPeMT þ QÞeMTyð0Þ ¼ ½xT0 0 0�T ; ð7:11:5Þ

is solvable for every x0.

Denoting z :¼ eMTyð0Þ and ½W1 W2 W3� :¼ ½I 0 0�e�MT , the question whether (7.11.5)

is solvable for every x0 is equivalent to the question whether

W1 W2 W3

�Q1T I 0

�Q2T 0 I

2
4

3
5z ¼ x0

0

0

2
4

3
5 ð7:11:6Þ

is solvable for every x0. Or, equivalently, whether

I �W2 �W3

0 I 0

0 0 I

2
4

3
5 W1 W2 W3

�Q1T I 0

�Q2T 0 I

2
4

3
5z ¼ I �W2 �W3

0 I 0

0 0 I

2
4

3
5 x0

0

0

2
4

3
5

has a solution for every x0. Elementary spelling out of both sides of this equation shows

that a solution exists for every x0 if and only if the equation HðTÞz1 ¼ x0 has a solution

for every x0, where H is given by equation (7.2.6). Obviously this is the case if and only

if HðTÞ is invertible. By direct substitution, for example, one verifies that

z ¼
I

Q1T

Q2T

2
4

3
5H�1ðTÞx0

satisfies the equation (7.11.6). Since z ¼ eMTyð0Þ it then follows that the unique solution

yð0Þ of equation (7.11.5) is

y0 ¼ e�MTz ¼ e�MT
I

Q1T

Q2T

2
4

3
5H�1ðTÞx0: ð7:11:7Þ

However, this implies that the solution of the two-point value problem (7.11.4), y, is

also uniquely determined. That is, if for all x0 there exists an open-loop Nash equilibrium,

then there is for each x0 exactly one equilibrium solution. This solution can be determined

by solving the two-point boundary-value problem (7.11.4).
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‘( part’ By assumption the Riccati differential equations (7.2.5) have a solution on

½0; T�. Since HðTÞ is invertible, it is clear from the ‘) part’ of the proof that the two-point

boundary-value problem (7.11.4) has a unique solution for every x0. Denote the solution

yðtÞ of this two-point boundary-value problem (7.11.4) by ½xTðtÞ;  1ðtÞ;  2ðtÞ�T, where
the dimension of x is n and of  i is mi. Now consider

miðtÞ :¼  iðtÞ � KiðtÞxðtÞ:

Then, miðTÞ ¼ 0. Furthermore, differentiation of miðtÞ gives

_mmiðtÞ ¼ _  iðtÞ � _KKiðtÞxðtÞ � KiðtÞ _xxðtÞ

¼ �QixðtÞ � AT iðtÞ � ½�ATKiðtÞ � KiðtÞAþ KiðtÞSiKiðtÞ � Qi�xðtÞ
� KiðtÞ½AxðtÞ � S1 1ðtÞ � S2 2ðtÞ�

¼ �AT ½miðtÞ þ KiðtÞxðtÞ� þ ATKiðtÞxðtÞ � KiðtÞSiKiðtÞxðtÞ
þ KiðtÞS1½m1ðtÞ þ K1ðtÞxðtÞ� þ KiðtÞS2½m2ðtÞ þ K2ðtÞxðtÞ�

¼ �ATmiðtÞ þ KiðtÞ½S1m1ðtÞ þ S2m2ðtÞ� þ KiðtÞ½�SiKiðtÞ þ S1K1ðtÞ þ S2K2ðtÞ�xðtÞ:

Next, consider

u�i ¼ �R�1
ii BT

i ðKixþ miÞ; i ¼ 1; 2:

By Theorem 5.11 the minimization problem

min
u1

J1ðu1; u�2Þ ¼
ðT
0

fxTðtÞQ1xðtÞ þ uT1 ðtÞR11u1ðtÞ þ u�
T

2 ðtÞR12u
�
2ðtÞgdt þ xTðTÞQ1TxðTÞ;

where

_xx ¼ Axþ B1u1 þ B2u
�
2; xð0Þ ¼ x0;

has a unique solution. This solution is

~uu1ðtÞ ¼ �R�1
11 B

T
1 ðK1ðtÞ~xxðtÞ þ ~mm1ðtÞÞ;

where ~mm1ðtÞ is the solution of the linear differential equation

_~mm~mm1ðtÞ ¼ ðK1ðtÞS1 � ATÞ~mm1ðtÞ � K1ðtÞB2u
�
2ðtÞ; ~mm1ðTÞ ¼ 0; ð7:11:8Þ

and ~xxðtÞ is the solution of the differential equation implied through this optimal control

_~xx~xxðtÞ ¼ ðA� S1K1Þ~xxðtÞ � S1 ~mm1ðtÞ þ B2u
�
2ðtÞ; ~xxð0Þ ¼ x0: ð7:11:9Þ

Substitution of u�2ðtÞ into equations (7.11.8) and (7.11.9) shows that the variables ~mm1 and

~xx satisfy

_~mm~mm1ðtÞ ¼ ðK1ðtÞS1 � ATÞ~mm1ðtÞ þ K1ðtÞS2K2ðtÞxðtÞ þ K1ðtÞS2m2ðtÞ; ~mm1ðTÞ ¼ 0;
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and

_~xx~xxðtÞ ¼ ðA� S1K1ðtÞ� S2K2ðtÞÞ~xxðtÞþ S2K2ðtÞð~xxðtÞ� xðtÞÞ� S1 ~mm1ðtÞ� S2m2ðtÞ; ~xxð0Þ ¼ x0:

It is easily verified that a solution of this set of differential equations is given by ~xxðtÞ ¼
xðtÞ and ~mm1ðtÞ ¼ m1ðtÞ. Since the solution to this set of differential equations is unique

this implies that u1ðtÞ ¼ u�1ðtÞ. Or, stated differently,

J1ðu�1; u�2Þ � J1ðu1; u�2Þ; for all u1 2 �1:

Similarly it can then be proved that the inequality

J2ðu�1; u�2Þ � J1ðu�1; u2Þ; for all u2 2 �2;

also holds. Which shows that ðu�1; u�2Þ is a Nash equilibrium. &

Proof of Theorem 7.4

One part of this conjecture is rather immediate. Assume that we know that the set of

Riccati differential equations (7.2.8) and (7.2.9) has a solution on ½0; t1�. Then (see Note 3
following equation (7.2.9)) a solution Piðt; TÞ also exists to this set of equations on the

interval ½0; T�, for every point T 2 ½0; t1�. So, according to Theorem 7.2 there will exist an

open-loop Nash equilibrium for the game defined on the interval ½0; T �, for every choice

of T 2 ½0; t1�.
Next, consider the other part of this conjecture. That is, assume that the open-loop

game has a Nash equilibrium on the interval ½0; T � for all T 2 ½0; t1�. Then, in particular it

follows from Theorem 7.1 and (7.11.7) that

y0 ¼ eMT
I

Q1T

Q2T

2
4

3
5H�1ðTÞx0:

Since yðtÞ ¼ eMty0, it follows that the entries of yðtÞ can be rewritten as

xðtÞ ¼ ½I 0 0�e�MðT�tÞ
I

Q1T

Q2T

2
64

3
75H�1ðTÞx0; ð7:11:10Þ

 1ðtÞ ¼ ½0 I 0�e�MðT�tÞ
I

Q1T

Q2T

2
64

3
75H�1ðTÞx0; ð7:11:11Þ

 2ðtÞ ¼ ½0 0 I�e�MðT�tÞ
I

Q1T

Q2T

2
64

3
75H�1ðTÞx0: ð7:11:12Þ

Since HðtÞ ¼ ½I 0 0�e�Mt

I

Q1T

Q2T

2
4

3
5, we see that (7.11.10) can be rewritten as xðtÞ ¼

HðT � tÞH�1ðTÞx0.
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Since by assumption HðTÞ is invertible for all T 2 ½0; t1� (see Theorem 7.1) in

particular matrix HðT � tÞ is invertible. Therefore, it follows that

H�1ðTÞx0 ¼ H�1ðT � tÞxðtÞ. Substitution of this expression into the equations for

 i; i ¼ 1; 2, in (7.11.11) and (7.11.12) gives:

 1ðtÞ ¼ G1ðT � tÞH�1ðT � tÞxðtÞ ð7:11:13Þ
 2ðtÞ ¼ G2ðT � tÞH�1ðT � tÞxðtÞ ð7:11:14Þ

for some continuously differentiable matrix functions Gi; i ¼ 1; 2, and H�1ð:Þ. Now,
denote

PiðtÞ :¼ GiðT � tÞH�1ðT � tÞ; i ¼ 1; 2: ð7:11:15Þ

Then, from equations (7.11.13) and (7.11.14) it follows that _ i i ¼ _PPixþ Pi _xx; i ¼ 1; 2.
According to equations (7.11.1) and (7.11.2)  1ðtÞ and  2ðtÞ satisfy

_  1ðtÞ ¼ �Q1xðtÞ � AT 1ðtÞ; with  1ðTÞ ¼ Q1TxðTÞ;
_  2ðtÞ ¼ �Q2xðtÞ � AT 2ðtÞ; with  2ðTÞ ¼ Q2TxðTÞ

and

_xxðtÞ ¼ AxðtÞ � S1 1ðtÞ � S2 2ðtÞ; xð0Þ ¼ x0:

Substitution of _ i i and  i; i ¼ 1; 2, into these formulae yields

ð _PP1 þ ATP1 þ P1Aþ Q1 � P1S1P1 � P1S2P2Þe�Mtx0 ¼ 0

with ðP1ðTÞ � Q1TÞe�MTx0 ¼ 0; and

ð _PP2 þ ATP2 þ P2Aþ Q2 � P2S2P2 � P2S1P1Þe�Mtx0 ¼ 0

with ðP2ðTÞ � Q2TÞe�MTx0 ¼ 0;

for arbitrarily chosen x0.

From this it follows that PiðtÞ; i ¼ 1; 2, satisfy the set of Riccati differential equa-

tions (7.2.8) and (7.2.9). &

Proof of Theorem 7.11

In the proof of this theorem we need some preliminary results. We state these in some

separate lemmas.

Lemma 7.35

Assume that A 2 Rn�n and �ðAÞ � Cþ. Then,

lim
t!1

MeAtN ¼ 0 if and only if MAiN ¼ 0; i ¼ 0; . . . ; n� 1: &

Using this lemma we can then prove the following result.
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Lemma 7.36

Let x0 2 Rp, y0 2 Rn�p and Y 2 Rðn�pÞ�p. Consider the differential equation

d

dt

xðtÞ
yðtÞ

� �
¼ A11 A12

A21 A22

� �
xðtÞ
yðtÞ

� �
;

xð0Þ
yð0Þ

� �
¼ x0

y0

� �
:

If lim
t!1

xðtÞ ¼ 0, for all
x0
y0

� �
2 Span

I

Y

� �
, then;

1. dim Es � p, and

2. there exists a matrix �YY 2 Rðn�pÞ�p such that Span
I
�YY

� �
� Es.

Proof

1. Using the Jordan canonical form, matrix A can be factorized as

A ¼ S
�s 0

0 �u

� �
S�1;

where �s 2 Rq�q contains all stable eigenvalues of A and �u 2 Rðn�qÞ�ðn�qÞ contains
the remaining eigenvalues. Now, assume that q < p. By assumption

lim
t!1

Iq 0 0

0 Ip�q 0

� �
S

e�st 0

0 e�ut

� �
S�1

Iq 0

0 Ip�q

Y0 Y1

2
4

3
5 ¼ 0;

where Ik denotes the k � k identity matrix and Y :¼ ½Y0 Y1�. Denoting the entries of S

by Sij; i; j ¼ 1; 2; 3, and the entries of S�1

Ip 0

0 Iq�p

Y0 Y1

2
4

3
5 by

P1 P2

Q1 Q2

R1 R2

2
4

3
5 we can rewrite

the above equation as

lim
t!1

S11
S21

� �
e�st P1 P2½ � þ S12 S13

S22 S23

� �
e�ut Q1 Q2

R1 R2

� �
¼ 0:

Since lim
t!1

e�st ¼ 0, we conclude that

lim
t!1

S12 S13
S22 S23

� �
e�ut Q1 Q2

R1 R2

� �
¼ 0:

So, from Lemma 7.35, it follows in particular that

S12 S13
S22 S23

� �
Q1 Q2

R1 R2

� �
¼ 0: ð7:11:16Þ
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Next observe that, on the one hand,

H :¼ S11 S12 S13
S21 S22 S23

� � P1 P2

Q1 Q2

R1 R2

2
4

3
5 ¼ Iq 0 0

0 Ip�q 0

� � Iq 0

0 Ip�q

Y0 Y1

2
4

3
5 ¼ Ip:

On the other hand we have that, using equation (7.11.16),

H ¼ S11
S21

� �
P1 P2½ �:

So, combining both results, gives

H ¼ Ip ¼
S11
S21

� �
P1 P2½ �:

However, the matrix on the right-hand side is obviously not a full rank matrix, so we

have a contradiction. Therefore, our assumption that q < p must have been wrong,

which completes the first part of the proof.

2. From the first part of the lemma we conclude that q � p. Using the same notation,

assume that

S11 S12
S21 S22
S31 S32

2
4

3
5 and

S13
S23
S33

2
4

3
5 constitute a basis for Es and Eu, respectively.

Denote S�1 Ip
Y

� �
¼:

P

Q

R

2
4

3
5. Since

lim
t!1

Ip 0 0
� �

S
e�st 0

0 e�ut

� �
S�1 Ip

Y

� �
¼ 0;

we conclude that

lim
t!1

S11 S12½ �e�st P

Q

� �
þ S13e

�utR ¼ 0:

So, from Lemma 7.35 again, we infer that S13R ¼ 0; but, since

H :¼ S11 S12 S13½ �
P

Q

R

2
4

3
5 ¼ Ip;

it follows that

H ¼ S11 S12½ � P

Q

� �
¼ Ip:

So, necessarily matrix S11 S12½ � must be a full row rank matrix. From this observation

the conclusion then follows straightforwardly. &
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Next we proceed with the proof of Theorem 7.11.

‘) part’ Suppose that u�1; u
�
2 are a Nash solution. That is,

J1ðu1; u�2Þ � J1ðu�1; u�2Þ and J2ðu�1; u2Þ � J2ðu�1; u�2Þ:

From the first inequality we see that for every x0 2 Rn the (nonhomogeneous) linear

quadratic control problem to minimize

J1 ¼
ð1
0

fxTðtÞQ1xðtÞ þ uT1 ðtÞR1u1ðtÞgdt;

subject to the (nonhomogeneous) state equation

_xxðtÞ ¼ AxðtÞ þ B1u1ðtÞ þ B2u
�
2ðtÞ; xð0Þ ¼ x0;

has a solution. This implies (see Theorem 5.16) that the algebraic Riccati equation (7.4.7)

has a stabilizing solution (with i ¼ 1). In a similar way it also follows that the second

algebraic Riccati equation must have a stabilizing solution. Which completes the proof of

part 2.

To prove part 1 we consider Theorem 5.16 in some more detail. According to Theorem

5.32 the minimization problem

min
u1

J1ðx0; u1; u�2Þ ¼
ð1
0

fxT1 ðtÞQ1x1ðtÞ þ uT1 ðtÞR1u1ðtÞgdt;

where

_x1x1 ¼ Ax1 þ B1u1 þ B2u
�
2; x1ð0Þ ¼ x0;

has a unique solution. Its solution is

~uu1ðtÞ ¼ �R�1
1 BT

1 ðK1x1ðtÞ þ m1ðtÞÞ: ð7:11:17Þ

Here m1ðtÞ is given by

m1ðtÞ ¼
ð1
t

e�ðA�S1K1ÞT ðt�sÞK1B2u
�
2ðsÞds; ð7:11:18Þ

and K1 is the stabilizing solution of the algebraic Riccati equation

Q1 þ ATX þ XA� XS1X ¼ 0: ð7:11:19Þ

Notice that, since the optimal control ~uu1 is uniquely determined, and by definition the

equilibrium control u�1 solves the optimization problem, u�1ðtÞ ¼ ~uu1ðtÞ. Consequently,

dðxðtÞ � x1ðtÞÞ
dt

¼ AxðtÞ þ B1u
�
1ðtÞ þ B2u

�
2ðtÞ � ððA� S1K1Þx1ðtÞ � S1m1ðtÞ þ B2u

�
2ðtÞÞ

¼ AxðtÞ � S1ðK1x1ðtÞ þ m1ðtÞÞ � Ax1ðtÞ þ S1K1x1ðtÞ þ S1m1ðtÞ
¼ AðxðtÞ � x1ðtÞÞ:

Since xð0Þ � x1ð0Þ ¼ x0 � x0 ¼ 0 it follows that x1ðtÞ ¼ xðtÞ.
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In a similar way we obtain from the minimization of J2, with u�1 now entering into the

system as an external signal, that

u�2ðtÞ ¼ �R�1
2 BT

2 ðK2xðtÞ þ m2ðtÞÞ;

where

m2ðtÞ ¼
ð1
t

e�ðA�S2K2ÞT ðt�sÞK2B1u
�
1ðsÞds ð7:11:20Þ

and K2 is the stabilizing solution of the algebraic Riccati equation

Q2 þ ATX þ XA� XS2X ¼ 0: ð7:11:21Þ

By straightforward differentiation of equations (7.11.18) and (7.11.20), respectively, we

obtain

_mm1ðtÞ ¼ �ðA� S1K1ÞTm1ðtÞ � K1B2u
�
2ðtÞ ð7:11:22Þ

and

_mm2ðtÞ ¼ �ðA� S2K2ÞTm2ðtÞ � K2B1u
�
1ðtÞ: ð7:11:23Þ

Next, introduce

 iðtÞ :¼ KixðtÞ þ miðtÞ; i ¼ 1; 2: ð7:11:24Þ

Using equations (7.11.22) and (7.11.19) we get

_  1ðtÞ ¼ K1 _xxðtÞ þ _mm1ðtÞ
¼ K1ðA� S1K1ÞxðtÞ � K1S1m1ðtÞ þ K1B2u

�
2ðtÞ � K1B2u

�
2ðtÞ � ðA� S1K1ÞTm1ðtÞ

¼ ð�Q1 � ATK1ÞxðtÞ � K1S1m1ðtÞ � ðA� S1K1ÞTm1ðtÞ
¼ �Q1xðtÞ � ATðK1xðtÞ þ m1ðtÞÞ
¼ �Q1xðtÞ � AT 1ðtÞ: ð7:11:25Þ

In a similar way it follows that _  2ðtÞ ¼ �Q2xðtÞ � AT 2ðtÞ. Consequently, with vTðtÞ :¼
½xTðtÞ;  T

1 ðtÞ;  T
2 ðtÞ, vðtÞ� satisfies

_vvðtÞ ¼
A �S1 �S2

�Q1 �AT 0

�Q2 0 �AT

2
4

3
5vðtÞ; with v1ð0Þ ¼ x0:

Since by assumption, for arbitrary x0, v1ðtÞ converges to zero it is clear from Lemma 7.36

by choosing consecutively x0 ¼ ei; i ¼ 1; . . . ; n, that matrixM must have at least n stable

eigenvalues (counting algebraic multiplicities). Moreover, the other statement follows

from the second part of this lemma. Which completes this part of the proof.
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‘( part’ Let u�2 be as claimed in the theorem, that is

u�2ðtÞ ¼ �R�1
2 BT

2 2:

We next show that necessarily u�1 then solves the optimization problem

min
u1

ð1
0

f~xxTðtÞQ1~xxðtÞ þ uT1R1u1ðtÞgdt;

subject to

_~xx~xxðtÞ ¼ A~xxðtÞ þ B1u1ðtÞ þ B2u
�ðtÞ; ~xxð0Þ ¼ x0:

Since, by assumption, the algebraic Riccati equation

Q1 þ ATK1 þ K1A� K1S1K1 ¼ 0 ð7:11:26Þ

has a stabilizing solution, according to Theorem 5.16, the above minimization problem

has a solution. This solution is given by

~uu�1ðtÞ ¼ �R�1BT
1 ðK1~xxþ m1Þ;

where

m1 ¼
ð1
t

e�ðA�S1K1ÞT ðt�sÞK1B2u
�
2ðsÞds:

Next, introduce

~  1ðtÞ :¼ K1~xxðtÞ þ m1ðtÞ:

Then, in a similar way to equation (7.11.25) we obtain

_~  ~  1 ¼ �Q1~xx� AT ~  1:

Consequently, xdðtÞ :¼ xðtÞ � ~xxðtÞ and  dðtÞ :¼  1ðtÞ � ~  1ðtÞ satisfy

_xxdðtÞ
_  dðtÞ

� �
¼ A �S1

�Q1 �AT

� �
xdðtÞ
 dðtÞ

� �
;

xdð0Þ
 dð0Þ

� �
¼ 0

p

� �
;

for some p 2 Rn.

Notice that matrix
A �S1

�Q1 �AT

� �
is the Hamiltonian matrix associated with the

algebraic Riccati equation (7.11.26). Recall that the spectrum of this matrix is symmetric

with respect to the imaginary axis. Since, by assumption, the Riccati equation (7.11.26)

has a stabilizing solution, we know that its stable invariant subspace is given by
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Span½I K1�T . Therefore, with Eu representing a basis for the unstable subspace, we can

write

0

p

� �
¼ I

K1

� �
v1 þ Euv2;

for some vectors vi; i ¼ 1; 2. However, it is easily verified that due to our asymptotic

stability assumption both xdðtÞ and  dðtÞ converge to zero if t ! 1. So, v2 must be zero.

From this it now follows directly that p ¼ 0. Since the solution of the differential equation

is uniquely determined, and ½xdðtÞ  dðtÞ� ¼ ½0 0� solve it, we conclude that ~xxðtÞ ¼ xðtÞ
and ~  1ðtÞ ¼  1ðtÞ. Or, stated differently, u�1 solves the minimization problem.

In a similar way it is shown that for u1 given by u�1, player two’s optimal control is

given by u�2, which proves the claim. &

Proof of Theorem 7.12

Part 2 of this theorem was already proved in Theorem 7.11.

To prove part 1 we use the notation of Theorem 7.11. In particular we recall that the

optimal strategies u�i ðtÞ; i ¼ 1; 2, satisfy (see equations (7.11.17) and (7.11.24))

u�i ðtÞ ¼ �R�1
i BT

i  i; x0ðtÞ; ð7:11:27Þ

where  i; x0ðtÞ ¼ KixðtÞ þ miðtÞ; i ¼ 1; 2. So, x�uuðsÞ satisfies

_xx�uuðtÞ ¼ Ax�uuðtÞ � S1 1;x0ðtÞ � S2 2;x0ðtÞ; xð0Þ ¼ x0: ð7:11:28Þ

Notice that by assumption, for arbitrary x0, both xðtÞ and  i;x0ðtÞ converge to zero. Next

introduce the matrices Pi ¼ ½ i;e1ð0Þ; . . . ;  i;enð0Þ�, i ¼ 1; 2, and X ¼ ½x�uu;e1 ; . . . ; x�uu;en �
where ei denotes the ith unit vector in Rn and x�uu;ei denotes the optimal trajectory cor-

responding to the initial state xð0Þ ¼ ei. From equation (7.11.28), equations (7.11.18) and

(7.11.20) and the assumption that uiðtÞ ¼ FixðtÞ, for some constant matrix Fi, it now

follows immediately that X satisfies the equation

_XXðtÞ ¼ AXðtÞ � S1Z1ðtÞ � S2Z2ðtÞ; Xð0Þ ¼ I; ð7:11:29Þ

with Zi ¼ KiXðtÞ þ
Ð1
t

e�ðA�SiKiÞT ðt�sÞKiBjFjXðsÞds; i 6¼ j ¼ 1; 2. Now, due to our

assumption on the considered control functions, the solution XðsÞ of this equation is an

exponential function. So, Xðsþ tÞ ¼ XðsÞXðtÞ, for any s; t. Using this, we have that

Z1ðtÞ ¼ K1XðtÞ þ
ð1
t

e�ðA�S1K1ÞT ðt�sÞK1B2F2XðsÞds

¼ K1XðtÞ þ
ð1
0

eðA�S1K1ÞT ðvÞK1B2F2Xðvþ tÞdv

¼
�
K1 þ

ð1
0

eðA�S1K1ÞT ðvÞK1B2F2XðvÞdv
�
XðtÞ

¼: P1XðtÞ:
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This implies, on the one hand, that

_ZZiðtÞ ¼ Pi
_XXðtÞ; ð7:11:30Þ

and, on the other hand, that the differential equation (7.11.29) can be rewritten as

_XXðtÞ ¼ AXðtÞ � S1P1XðtÞ � S2P2XðtÞ; Xð0Þ ¼ I:

So, obviously XðtÞ ¼ eðA�S1P1�S2P2Þt solves this equation (7.11.29). Furthermore since,

due to our assumptions, XðtÞ converges to zero it follows that matrix A� S1P1 � S2P2

is stable. Moreover,

M

I

P1

P2

2
64

3
75XðtÞ ¼

A� S1P1 � S2P2

�Q1 þ ATP1

�Q2 þ ATP2

2
64

3
75XðtÞ

¼
_XXðtÞ
_ZZ1ðtÞ
_ZZ2ðtÞ

2
64

3
75

¼
I

P1

P2

2
64

3
75ðA� S1P1 � S2P2ÞXðtÞ:

Taking t ¼ 0 in the above equality then shows the part of the claim that still had to be

proved. &

Proof of Theorem 7.13

Consider u�2 as defined in equation (7.4.8). We will next show that

min
u12Us

lim
T!1

J1ðx0; u1; u�2; TÞ

is obtained by choosing

u1ðtÞ ¼ u�1ðtÞ ¼ �R�1
1 BT

1P1�ðt; 0Þx0:

Since a similar reasoning shows that limT!1 J2ðx0; u�1; u2; TÞ � limT!1 J2ðx0; u�1; u�2; TÞ,
for all u1 2 Us, we have by definition that ðu�1; u�2Þ is an open-loop Nash equilibrium.

By Theorem 5.16 the minimization problem

min
u1

J1ðx0; u1; u�2Þ ¼
ð1
0

f~xxTðtÞQ1~xxðtÞ þ uT1 ðtÞR1u1ðtÞgdt;

where

_~xx~xx ¼ A~xxþ B1u1 þ B2u
�
2; ~xxð0Þ ¼ x0;
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has a unique solution. Its solution is

~uu1ðtÞ ¼ �R�1
1 BT

1 ðK1~xxðtÞ þ ~mm1ðtÞÞ:

Here ~mm1ðtÞ is given by

~mm1ðtÞ ¼ �
ð1
t

e�ðA�S1K1ÞT ðt�sÞK1S2P2xðsÞds;

where, with Acl :¼ A� S1P1 � S2P2, xðtÞ ¼ eAclsx0 or, stated differently,

_xx ¼ AclxðtÞ; xð0Þ ¼ x0:

Furthermore, ~xx satisfies the differential equation

_~xx~xxðtÞ ¼ ðA� S1K1Þ~xxðtÞ � S2P2xðtÞ � S1 ~mm1ðtÞ; ~xx0 ¼ x0: ð7:11:31Þ

Notice that we can also rewrite ~mm1ðtÞ as the solution of the next differential

equation:

_~mm~mm1ðtÞ ¼ �ðA� S1K1ÞT ~mm1ðtÞ þ K1S2P2xðtÞ; ~mm1ð0Þ ¼ �
ð1
0

eðA�S1K1ÞT sK1S2P2xðsÞds:

ð7:11:32Þ

Next we show that with

m1ðtÞ :¼ ðP1 � K1ÞxðtÞ and x̂xðtÞ :¼ xðtÞ ð7:11:33Þ

both the differential equations (7.11.31) and (7.11.32) are satisfied. As a consequence we

then immediately have that ~uu1ðtÞ ¼ u�1ðtÞ.
From expression (7.11.33) we have that

_mm1ðtÞ ¼ ðP1 � K1Þ _xxðtÞ
¼ ðP1 � K1ÞðA� S1P1 � S2P2ÞxðtÞ

¼ ð�ATP1 � Q1 � K1ðA� S1P1 � S2P2ÞÞxðtÞ

(using equation (7.4.5)).

Consequently,

_mm1ðtÞ þ ðA� S1K1ÞTm1ðtÞ � K1S2P2xðtÞ ¼

ð�ATP1 � Q1 � K1ðA� S1P1 � S2P2Þ þ ðA� S1K1ÞTðP1 � K1Þ � K1S2P2ÞxðtÞ ¼

ð�Q1 � K1A� ATK1 þ K1S1K1ÞxðtÞ ¼ 0:
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Furthermore, by partial integration, we see that the initial state ~mm1ð0Þ satisfies

~mm1ð0Þ ¼ �
ð1
0

eðA�S1K1ÞT sK1S2P2xðsÞds

¼
ð1
0

eðA�S1K1ÞT sK1AclxðsÞds�
ð1
0

eðA�S1K1ÞT sðA� S1K1ÞTP1xðsÞds

þ
ð1
0

eðA�S1K1ÞT sðATP1 � K1AÞxðsÞds

¼ �K1x0 þ P1x0 �
ð1
0

eðA�S1K1ÞT sðK1Aþ ðA� S1K1ÞTK1ÞxðsÞds

þ
ð1
0

eðA�S1K1ÞT sðATP1 þ P1ðA� S1P1 � S2P2ÞÞxðsÞds

¼ ðP1 � K1Þx0;

where for the last equality we used equations (7.4.5) and (7.4.7), respectively. So, m1ðtÞ
satisfies equation (7.11.32).

On the other hand we have

_̂xx̂xxðtÞ � ðA� S1K1Þx̂xðtÞ þ S2P2xðtÞ þ S1m1ðtÞ ¼
ððA� S1P1 � S2P2Þ � ðA� S1K1Þ þ S2P2 þ S1ðP1 � K1ÞÞxðtÞ ¼ 0:

Thus, both m1 and x satisfy the differential equations (7.11.31) and (7.11.32). Since the

solution of these differential equations is uniquely defined we conclude that ~xxð:Þ ¼ xð:Þ
and ~mm1ð:Þ ¼ ðP1 � K1Þxð:Þ, from which it follows directly that ~uu1ð:Þ ¼ u�1ð:Þ. &

Proof of Theorem 7.16

In the proof of this theorem we need a result about observable and detectable systems,

respectively. These results are stated in the next two separate lemmas.

Lemma 7.37

Consider the system

_xxðtÞ ¼ AxðtÞ; yðtÞ ¼ CxðtÞ:

Assume that ðC;AÞ is detectable. Then whenever yðtÞ ¼ CxðtÞ ! 0, if t ! 1, it then also

follows that xðtÞ ! 0 if t ! 1.

Proof of Lemma 7.37

Without loss of generality (Anderson and Moore, 1989), assume that the system is given by

_xx1
_xx2

� �
¼ A11 0

A21 A22

� �
x1
x2

� �
; yðtÞ ¼ ½C1; 0�

x1
x2

� �
;

where the pair ðC1;A11Þ is observable and �ðA22Þ � C�.
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Next, considerðtþ1

t

yTðsÞyðsÞds ¼ xT1 ðtÞ
ðtþ1

t

eA
T
11
ðs�tÞCT

1C1e
A11ðs�tÞdsx1ðtÞ:

Since ðC1;A11Þ is observable, the matrix (in literature known as the observability gramian)

W :¼
ðtþ1

t

eA
T
11
ðs�tÞCT

1C1e
A11ðs�tÞds

is a full rank positive definite matrix. Moreover, it is easily verified that W is constant and

does not depend on the time t.

Now, since yðtÞ converges to zero it also follows thatðtþ1

t

yTðsÞyðsÞds ¼ xT1 ðtÞWx1ðtÞ

converges to zero. However, since W > 0 we then conclude that x1ðtÞ also converges to

zero; but this implies that xðtÞ converges to zero. &

Lemma 7.38

Assume there exists an initial state x0 6¼ 0 such that

xðtÞ ¼ e�AT tx0 ! 0 if t ! 1 and BTxðtÞ ¼ 0:

Then ðBT ;ATÞ is not detectable.

Proof of Lemma 7.38

By assumption x0 2 S, where S is the stable subspace of matrix �AT . According to the

definition S satisfies �ATS ¼ �S, where �ð�Þ � C�. Elementary rewriting shows that

ATS ¼ ��S. Therefore it follows that x0 belongs to the unstable subspace of matrix AT .

So, x0 is an initial state which does not converge to zero in the system _xxðtÞ ¼
ATxðtÞ; xð0Þ ¼ x0, whereas the observed state BTxðtÞ is identically zero by assump-

tion. So this initial state cannot be observed. Therefore, by definition, ðBT ;ATÞ is not

detectable. &

Next, we proceed with the proof of the theorem.

‘) part’ That the Riccati equations (7.4.7) must have a stabilizing solution follows

directly from Theorem 7.11.

Assume that matrix M has an s-dimensional stable graph subspace S, with s > n. Let

fb1; . . . ; bsg be a basis for S. Denote di :¼ ½I; 0; 0�bi and assume (without loss of

generality) that Span ½d1; . . . ; dn� ¼ Rn. Then dnþ1 ¼ �1d1 þ � � � þ �ndn for some �i;
i ¼ 1; . . . ; n. Furthermore, let x0 ¼ �1d1 þ � � � þ �ndn. Then also for arbitrary � 2 ½0; 1�,

x0 ¼ �ð�1d1 þ � � � þ �ndnÞ þ ð1� �Þðdnþ1 � �1d1 � � � � � �ndnÞ
¼ ½I; 0; 0�f�ð�1b1 þ � � � þ �nbnÞ þ ð1� �Þðbnþ1 � �1b1 � � � � � �nbnÞg
¼ ½I; 0; 0�fð��1 � ð1� �Þ�1Þb1 þ � � � þ ð��n � ð1� �Þ�nÞbn þ ð1� �Þbnþ1g:
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Next consider

v� :¼ ð��1 � ð1� �Þ�1Þb1 þ � � � þ ð��n � ð1� �Þ�nÞbn þ ð1� �Þbnþ1:

Notice that v�1 6¼ v�2 whenever �1 6¼ �2.
According to Theorem 7.11 all solutions vTðtÞ ¼ ½xT ;  T

1 ;  
T
2 � of

_vvðtÞ ¼ MvðtÞ; vð0Þ ¼ v�;

then induce open-loop Nash equilibrium strategies

ui;� :¼ �R�1
i BT

i  i;�ðtÞ; i ¼ 1; 2:

Since by assumption for every initial state there is a unique equilibrium strategy it follows

on the one hand that the state trajectory x�ðtÞ induced by these equilibrium strategies

coincides for all � and, on the other hand, that

BT
i  i;�1ðtÞ ¼ BT

i  i;�2ðtÞ; 8�1; �2 2 ½0; 1�: ð7:11:34Þ

Since _  i;� ¼ �Qix�ðtÞ � AT i;� it follows that

_  i;�1 � _  i;�2 ¼ �ATð i;�1 �  i;�2Þ;
BT
i ð i;�1ðtÞ �  i;�2ðtÞÞ ¼ 0:

Notice that both  i;�1ðtÞ and  i;�2ðtÞ converge to zero. Furthermore, since v�1 6¼ v�2
whenever �1 6¼ �2, fb1; . . . ; bnþ1g are linearly independent and Span½d1; . . . ; dn� ¼ Rn, it

can easily be verified that at least for one i,  i;�1ð0Þ 6¼  i;�2ð0Þ, for some �1 and �2.
By Lemma 7.38 ðBT

i ;A
TÞ is not then detectable. So (see Corollary 3.23), ðA;BiÞ is not

stabilizable, but this violates our basic assumption. So, our assumption that s > n must

have been wrong and we conclude that matrix M has an n-dimensional stable graph

subspace and that the dimension of the subspace corresponding to non-stable eigenvalues

is 2n. By Theorem 7.10 the set of Riccati equations (7.4.5) and (7.4.6) then has a strongly

stabilizing solution.

‘( part’ Since by assumption the stable subspace, Es, is a graph subspace we know

that every initial state, x0, can be written uniquely as a combination of the first n entries

of the basis vectors in Es. Consequently, with every x0 there corresponds a unique  1

and  2 for which the solution of the differential equation _zzðtÞ ¼ MzðtÞ, with zT0 ¼
½xT0 ;  T

1 ;  
T
2 �, converges to zero. So, according to Theorem 7.11, for every x0 there is a

Nash equilibrium. On the other hand, we have from the proof of Theorem 7.11 that all

Nash equilibrium actions ðu�1; u�2Þ satisfy

u�i ðtÞ ¼ �R�1
i BT

i  iðtÞ; i ¼ 1; 2;

where  iðtÞ satisfy the differential equation

_xxðtÞ
_ 1 1ðtÞ
_ 2 2ðtÞ

2
4

3
5 ¼ M

xðtÞ
 1ðtÞ
 2ðtÞ

2
4

3
5; with xð0Þ ¼ x0:
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Now, consider the system

_zzðtÞ ¼ MzðtÞ; yðtÞ ¼ CzðtÞ;

where

C :¼
I 0 0

0 �R�1
1 B1 0

0 0 �R�1
2 B2

2
4

3
5:

Since ðA;BiÞ; i ¼ 1; 2, is stabilizable, it is easily verified that the pair ðC;MÞ is detect-
able. Consequently, due to our assumption that xðtÞ and u�i ðtÞ; i ¼ 1; 2, converge to zero,

we have from Lemma 7.37 that ½xTðtÞ;  T
1 ðtÞ;  T

2 ðtÞ� converges to zero. Therefore,

½xTð0Þ;  T
1 ð0Þ;  T

2 ð0Þ� has to belong to the stable subspace of M. However, as we argued

above, for every x0 there is exactly one vector  1ð0Þ and vector  2ð0Þ such that ½xTð0Þ;
 T
1 ð0Þ;  T

2 ð0Þ� 2 Es: So we conclude that for every x0 there exists exactly one Nash

equilibrium.

Finally, by Theorem 7.13, notice that the game has an equilibrium for every initial

state given by equation (7.4.8). Since for every initial state the equilibrium actions are

uniquely determined, it follows that the equilibrium actions u�i ; i ¼ 1; 2, have to coincide

with equation (7.4.8). &

Proof of Theorem 7.25

From the proof of Theorem 7.4 we recall that by definition (see expression (7.11.15))

PiðtÞ ¼ GiðT � tÞH�1ðT � tÞ; ð7:11:35Þ

where

HðtÞ ¼ ½I 0 0�e�Mt
I

Q1T

Q2T

2
4

3
5:

Since, (see equation (7.11.13))

 1ð0Þ ¼ ½0 I 0�e�MT
I

Q1T

Q2T

2
4

3
5H�1ðTÞxð0Þ ¼ P1ð0; TÞxð0Þ;

for arbitrarily x0,

P1ð0; TÞ ¼ ½0 I 0�e�MT
I

Q1T

Q2T

2
4

3
5 ½I 0 0�e�MT

I

Q1T

Q2T

2
4

3
5

0
@

1
A

�1

: ð7:11:36Þ
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In a similar way, it follows that

P2ð0; TÞ ¼ ½0 0 I�e�MT
I

Q1T

Q2T

2
4

3
5 ½I 0 0�e�MT

I

Q1T

Q2T

2
4

3
5

0
@

1
A

�1

: ð7:11:37Þ

Now, choose Y1 :¼
X0

X1

X2

2
4

3
5

8<
:

9=
; as a basis for V1 and let Y2 be a basis for V2. Then, the

columns of matrix V :¼ ½Y1 Y2� form a basis for R3n. Moreover, because M is dichoto-

mically separable, X0 is invertible and there exist matrices J1; J2 such that

M ¼ V
J1 0

0 J2

� �
V�1;

where �ðJiÞ ¼ �ðM j ViÞ, i ¼ 1; 2.
Using this, we can rewrite P1ð0; TÞ and P2ð0; TÞ in equations (7.11.36) and (7.11.37)

as ~GiGiðTÞ~HH�1ðTÞ, i ¼ 1; 2, where

~GG1ðTÞ ¼ ½0 I 0�Ve
T
e�J1T 0

0 e�J2T

" #
V�1

I

Q1T

Q2T

2
64

3
75;

~GG2ðTÞ ¼ ½0 0 I�Ve
T
e�J1T 0

0 e�J2T

" #
V�1

I

Q1T

Q2T

2
64

3
75;

~HHðTÞ ¼ ½I 0 0�Ve
T
e�J1T 0

0 e�J2T

" #
V�1

I

Q1T

Q2T

2
64

3
75:

Here 
 2 R is any real number which separates the two spectra J1 and J2. That is, 

satisfies �i < 
 < �j for all �i 2 �ðM j V1Þ and all �j 2 �ðM j V2Þ.

Next, consider

T1
T2
T3

2
4

3
5 :¼ V�1

I

Q1T

Q2T

2
4

3
5. Since, by assumption, the direct sum of

I

Q1T

Q2T

2
4

3
5

and V2 is R3n there exist Zi; i ¼ 1; 2; 3, with Z1 invertible, such that

I

Q1T

Q2T

2
4

3
5 ¼ V

Z1
Z2
Z3

2
4

3
5:

Consequently,

T1 ¼ ½I 0 0�V�1
I

Q1T

Q2T

2
4

3
5 ¼ ½I 0 0�V�1V

Z1
Z2
Z3

2
4

3
5 ¼ Z1;
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is invertible. Therefore, we can rewrite ~HHðTÞ as

~HHðTÞ ¼ e
T ½I 0 0�½Y1 Y2�
e�J1T 0

0 e�J2T

� � T1

T2

T3

2
64

3
75

¼ e
T ½X0 U W �
e�J1T 0

0 e�J2T

� � T1

T2

T3

2
64

3
75

¼ e
T X0e
�J1TT1 þ ½U W �e�J2T

T2

T3

� �� �
;

for some matrices U;W . Since X0 is invertible, matrix X0e
�J1TT1 is invertible too. So,

~HH�1ðTÞ ¼ e
TX0e
�J1TT1 I þ ðX0e

�J1TT1Þ�1½U W �e�J2T
T2

T3

� �� �� ��1

¼ I þ ðX0e
�J1TT1Þ�1½U W �e�J2T

T2

T3

� �� ��1

e�
TT�1
1 eJ1TX�1

0

¼ I þ T�1
1 eðJ1�
IÞTX�1

0 ½U W �eð
I�J2ÞT T2

T3

� �� ��1

T�1
1 eðJ1�
IÞTX�1

0 :

From this it is clear that both T�1
1 eðJ1�
IÞTX�1

0 and ½U W �eð
I�J2ÞT T2
T3

� �
converge to zero if

T ! 1. As a result, ~HH�1ðTÞ remains bounded if T ! 1.

Furthermore, it follows that ~GG1ðTÞ ¼ e
TðX1e
�J1TT1 þ U1e

�J2TW1Þ and ~GG2ðTÞ ¼
e
TðX2e

�J1TT1 þ U2e
�J2TW2Þ, for some matrices Ui;Wi; i ¼ 1; 2:

Next, consider ~G1G1ðTÞ � X1X
�1
0

~HHðTÞ. Simple calculations show that this matrix can be

rewritten as

e
T U1e
�J2TW1 � X1X

�1
0 ½U W �e�J2T T2

T3

� �� �
: ð7:11:38Þ

As e
Te�J2T converges to zero for T ! 1, it is obvious now that ~GG1ðTÞ � X1X
�1
0

~HHðTÞ
converges to zero for T ! 1. Similarly it can also be shown that ~GG2ðTÞ � X2X

�1
0

~HHðTÞ
converges to zero for T ! 1. The final conclusion that P1ð0; TÞ ! X1X

�1
0 , and

P2ð0;TÞ ! X2X
�1
0 , then follows by recalling the fact that ~HH�1ðTÞ remains bounded for

T ! 1.

In a similar way one can show that the solutions Kið0; TÞ of both the Riccati equations

(7.6.5) also converge if T ! 1. Since Hi is dichotomically separable, by Lemma 7.23,

Hi has no eigenvalues on the imaginary axis. Consequently, the converged solutions

stabilize the corresponding closed-loop systems. So we conclude (see Lemma 7.24) that

both the algebraic Riccati equations (7.6.7) have a stabilizing solution Ki; i ¼ 1; 2,
respectively, and that Kið0; TÞ ! Ki, if T ! 1. &
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8

Non-cooperative feedback
information games

8.1 Introduction

As in the previous chapter, we continue to study the game where the evolution of the state

variable is described by the linear differential equation

_xxðtÞ ¼ AxðtÞ þ B1u1ðtÞ þ � � � þ BNuNðtÞ; xð0Þ ¼ x0; ð8:1:1Þ

and each player has a quadratic cost function, they like to minimize, given by:

Jiðu1; . . . ; uNÞ ¼
ðT
0

fxTðtÞQixðtÞ þ
XN
j¼1

uTj ðtÞRijujðtÞgdt þ xTðTÞQiTxðTÞ; i ¼ 1; . . . ;N:

ð8:1:2Þ

Again all matrices in the cost functions Ji are assumed to be symmetric, and

Rii; i ¼ 1; . . . ;N, are positive definite. The model and the objective functions are

assumed to be common knowledge. Throughout this section we will use the shorthand

notation:

Si :¼ BiR
�1
ii BT

i and Sij :¼ BiR
�1
ii RjiR

�1
ii BT

i ; for i 6¼ j:

In the previous chapter the open-loop Nash equilibria of this game were studied. The

open-loop Nash equilibria were defined as the Nash equilibria which result if the strategy

spaces �i; i ¼ 1; . . . ;N, are

�i ¼ fuið:Þ j uið:Þ ¼ fiðt; x0Þ and ðu1ð:Þ; . . . ; uNð:ÞÞ 2 Ug; i ¼ 1; . . . ;N:

LQ Dynamic Optimization and Differential Games J. Engwerda
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A disadvantage of the open-loop equilibrium concept is that if, due to whatever

circumstances, the actual state of the game at some point in time t1 differs from the

state implied by the equilibrium actions u�i ð0; t1Þ; i ¼ 1; . . . ;N, in general the rest of the

a priori designed equilibrium actions u�i ðt1; TÞ; i ¼ 1; . . . ;N, will not be equilibrium

actions any more if the players might reconsider their actions at t1 for the rest of the

planning horizon. That is, consider the subgame that consists of just the final part ½t1; T � of
the original game, starting at time t1 at some arbitrary state xt1 . Then the open-loop

equilibrium actions u�i ðt1; TÞ; i ¼ 1; . . . ;N, will only be a set of equilibrium actions for

this subgame if xt1 coincides with the state of the game x�ðt1Þ at time t1 that is attained by

using the equilibrium actions u�i ð0; t1Þ; i ¼ 1; . . . ;N, during the time period ½0; t1Þ. We

will formalize the above considerations somewhat. To that end we first introduce the

notion of a truncated game (or subgame).

Definition 8.1

Consider the game defined by eqautions by (8.1.1) and (8.1.2). Denote this game by

�ð0; x0Þ. Then, the truncated game (or subgame) �ðt1; xt1Þ of �ð0; x0Þ is the game

defined by:

_xxðtÞ ¼ AxðtÞ þ B1u1ðtÞ þ � � � þ BNuNðtÞ; xðt1Þ ¼ xt1 ; ð8:1:3Þ

with, for each player, the quadratic cost function given by:

Jiðu1; . . . ; uNÞ ¼
ðT
t1

fxTðtÞQixðtÞ þ
XN
j¼1

uTj ðtÞRijujðtÞgdt þ xTðTÞQiTxðTÞ; i ¼ 1; . . . ;N:

ð8:1:4Þ&

Using this notion of a truncated game, we can then introduce the concepts of strong

and weak time consistency, respectively. These notions formalize the above stated

considerations.

Definition 8.2

A set of equilibrium actions u�i ð0; TÞ i ¼ 1; . . . ;N, is called:

(a) weakly time consistent if the actions u�i ðt1;TÞ; i ¼ 1; . . . ;N, constitute a set of equili-
brium actions for the truncated game �ðt1; x�ðt1ÞÞ, where x�ðt1Þ ¼ xð0; t1; u�1ð0; t1Þ;
. . . ; u�Nð0; t1ÞÞ, for every t1 2 ð0; TÞ;

(b) strongly time consistent or subgame perfect if, for every t1 2 ð0; TÞ, the actions

u�i ðt1; TÞ; i ¼ 1; . . . ;N, constitute a set of equilibrium actions for the truncated game

�ðt1; xt1Þ, where xt1 2 Rn is an arbitrarily chosen state which is reachable from some

initial state at t ¼ 0. &

So, weak time consistency means that the continuation of the equilibrium solution

remains an equilibrium solution along the equilibrium path for all t1 2 ð0; TÞ, whereas
strong time consistency means that the continuation of the equilibrium solution also
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remains an equilibrium solution for all initial conditions xt1 (that can be attained at t1
from some initial state at t ¼ 0) off the equilibrium path. Obviously, if an equilibrium

solution is strongly time consistent it is also weakly time consistent.

Example 8.1

Consider the two person scalar game with a ¼ �3, qi ¼ bi ¼ 2, rii ¼ 1; i ¼ 1; 2 and

rij ¼ 0; i 6¼ j.

Then the unique infinite-planning horizon open-loop Nash equilibrium strategies are

(see Theorem 7.29):

u�i ðtÞ ¼ � 1

2
x�ðtÞ; i ¼ 1; 2;

where x�ðtÞ ¼ e�5tx0. Now, if xðt1Þ 6¼ e�5t1x0, the equilibrium actions for the truncated

game �ðt1; xt1Þ are

~uuiðtÞ ¼ � 1

2
~xxðtÞ; i ¼ 1; 2;

where ~xxðtÞ ¼ e�5ðt�t1Þxt1 . Obviously, ~uuð:Þ 6¼ u�i ð:Þ. So, the infinite-planning horizon open-

loop Nash equilibrium strategies are not strongly time consistent. On the other hand it is

trivially verified that if xt1 ¼ e�5t1x0, the actions u�i ðtÞ; i ¼ 1; 2, are the open-loop Nash

equilibrium actions for the truncated game �ðt1; xt1Þ as well. So, the infinite-planning

horizon open-loop Nash equilibrium strategies are weakly time consistent. &

It can easily be verified that for our linear quadratic differential game the open-loop Nash

equilibrium actions are weakly time consistent. The following corollary formalizes this

result.

Corollary 8.1

Consider the differential game (8.1.1) and (8.1.2). Any open-loop Nash equilibrium is

weakly time consistent. &

It is often argued that weak time consistency is a minimal requirement for the credibility

of an equilibrium solution. That is, if the advertised equilibrium action of, say, player one

is not weakly time consistent, player one would have an incentive to deviate from this

action during the course of the game. For the other players, knowing this, it is therefore

rational to incorporate this defection of player one into their own actions, which would

lead to a different equilibrium solution. On the other hand, the property that the

equilibrium solution does not have to be adapted by the players during the course of

the game, although the system evolves not completely as expected beforehand, is

generally regarded as a very nice property. Since the open-loop Nash equilibria in

general do not have this property, the question arises whether there exist strategy spaces

�i such that if we look for Nash equilibria within these spaces, the equilibrium solutions

do satisfy this strong time consistency property. In this chapter we will introduce such

strategy spaces for both the finite-planning and infinite-planning horizon game. The

Introduction 361



corresponding equilibrium strategies will be derived and convergence properties

discussed.

8.2 Finite-planning horizon

As argued in the introduction we look for strategy spaces such that within this class of

feasible actions the non-cooperative Nash equilibrium solution has the strong time

consistency property. Given this requirement a natural choice of the strategy space is

the set of so-called Markov functions. That is, the set of functions where each function

depends only on the current state of the system and time. Therefore, we consider

�fb
i :¼ fuið0; TÞ j uiðtÞ ¼ fiðt; xðtÞÞ and ðu1ð:Þ; . . . ; uNð:ÞÞ 2 Ug; i ¼ 1; . . . ;N: ð8:2:1Þ

From a conceptual point of view, the restriction to this class of control functions can be

justified by the assumption that the players participate in a game where they only have

access to the current state of the system.

By just restricting to this class of feasible actions it is hard to expect that an arbitrary

Nash equilibrium will satisfy the strong time consistency property. One way to achieve

this property is to consider a subclass of all Nash equilibria of this game which satisfy

some additional requirements. We call this subclass the feedback Nash equilibria and they

satisfy the following requirements.

Definition 8.3

The set of control actions u�i ðtÞ ¼ ��i ðt; xðtÞÞ constitute a feedback Nash equili-

brium solution if these strategies provide a Nash equilibrium for the truncated game

�ðt1; xt1Þ, for all t1 2 ½0; TÞ, and xt1 2 Rn that are reachable from some initial state at

time t ¼ 0. &

Since by definition the equilibrium actions are a function of the current state of the

system, they can be interpreted as policy rules (Reinganum and Stokey (1985)). They require

no precommitment of the players, and hence are also applicable if players are not ‘credible’.

For notational simplicity we again confine ourselves to the two-player case from

now on.

As in Section 4.4 we next introduce J�i ðt; xÞ as the minimum cost to go for player i if

he evaluates his cost J at time t starting in the initial state x and knowing the action of his

opponent. Using Theorem 4.10 an elementary evaluation of Definition 8.3 yields the

following theorem.

Theorem 8.2

Assume u�i ð:Þ; i ¼ 1; 2, provide a feedback Nash equilibrium and let x�ðtÞ be the

corresponding closed-loop state trajectory. Let Viðt; xÞ :¼ J�i ðt; xÞ and assume that

both partial derivatives of Vi exist and, moreover, @Vi

@x is continuous and d
dt
Viðt; xðtÞÞ
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exist. Then, for t0 � t � T, Vi : ½0; T� � Rn ! R; i ¼ 1; 2, satisfy the partial differen-

tial equations:

� @V1ðt; x1Þ
@t

¼ min
u12U1

�
@V1ðt; x1Þ

@x1
ðAx1 þ B1u1 þ B2u

�
2Þ þ xT1Q1x1 þ uT1R11u1 þ u�

T

2 R12u
�
2

�
;

ð8:2:2Þ
V1ðT ; x1Þ ¼ xT1 ðTÞQ1Tx1ðTÞ ð8:2:3Þ

� @V2ðt; x2Þ
@t

¼ min
u22U2

�
@V2ðt; x1Þ

@x2
ðAx2 þ B1u

�
1 þ B2u2Þ þ xT2Q2x2 þ u�

T

1 R21u
�
1 þ uT2R2u2

�
;

ð8:2:4Þ
V2ðT ; x2Þ ¼ xT2 ðTÞQ2Tx2ðTÞ; ð8:2:5Þ

where x1 and x2 are the solutions of the differential equations

_xx1 ¼ Ax1 þ B1u1 þ B2u
�
2; x1ð0Þ ¼ xð0Þ

_xx2 ¼ Ax2 þ B1u
�
1 þ B2u2; x2ð0Þ ¼ xð0Þ;

respectively.

If there exists Vi; i ¼ 1; 2, with the above mentioned properties such that they satisfy

the set of partial differential equations (8.2.2)–(8.2.4) and

u�1 ¼ arg min
u12U1

@V1ðt; x1Þ
@x1

ðAx1 þ B1u1 þ B2u
�
2Þ þ xT1Q1x1 þ uT1R1u1 þ u�

T

2 R12u
�
2

� �
; and

u�2 ¼ arg min
u22U2

@V2ðt; x2Þ
@x2

ðAx2 þ B1u
�
1 þ B2u2Þ þ xT2Q2x2 þ u�

T

1 R21u
�
1 þ uT2R2u2

� �
;

then u�i ð:Þ; i ¼ 1; 2, provide a feedback Nash equilibrium. This equilibrium is strongly

time consistent and the minimum costs for player i are J�i ¼ Viðt0; x0Þ. &

Since the system we are considering is linear, it is often argued that the equilibrium

actions should be a linear function of the state too. This argument implies that we should

consider either a refinement of the feedback Nash equilibrium concept or strategy spaces

that only contain functions of the above-mentioned type. The first option amounts to

considering only those feedback Nash equilibria which permit a linear feedback synthesis

as being relevant. For the second option one has to consider the strategy spaces defined by

�lfb
i :¼ fuið0; TÞjuiðtÞ ¼ FiðtÞxðtÞg;

where Fið:Þ is a piecewise continuous function, i ¼ 1; 2 and consider Nash equilibrium

actions ðu�1; u�2Þ within the strategy space �lfb
1 � �lfb

2 .

It turns out that both equilibrium concepts yield the same characterization of

these equilibria for the linear quadratic differential game, which will be presented in

Theorem 8.5. Therefore, we will define just one equilibrium concept here and leave the

formulation and proof of the other concept as an exercise for the reader.
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Definition 8.4

The set of control actions u�i ðtÞ ¼ F�
i ðtÞxðtÞ constitute a linear feedback Nash equili-

brium solution if both

J1ðu�1; u�2Þ � J1ðu1; u�2Þ and J2ðu�1; u�2Þ � J1ðu�1; u2Þ;

for all ui 2 �lf b
i . &

Note

In the sequel, with some abuse of notation, sometimes the pair ðF�
1ðtÞ;F�

2ðtÞÞ will be

called a linear feedback Nash equilibrium. &

In the same way as for open-loop Nash equilibria, it turns out that linear feedback Nash

equilibria can be explicitly determined by solving a set of coupled Riccati equations.

Theorem 8.3

The two-player linear quadratic differential game (8.1.1) and (8.1.2) has, for every initial

state, a linear feedback Nash equilibrium if and only if the following set of coupled

Riccati differential equations has a set of symmetric solutions K1;K2 on ½0; T �
_KK1ðtÞ¼�ðA�S2K2ðtÞÞTK1ðtÞ�K1ðtÞðA�S2K2ðtÞÞþK1ðtÞS1K1ðtÞ

�Q1�K2ðtÞS21K2ðtÞ;
K1ðTÞ¼Q1T ð8:2:6Þ

_KK2ðtÞ¼�ðA�S1K1ðtÞÞTK2ðtÞ�K2ðtÞðA�S1K1ðtÞÞþK2ðtÞS2K2ðtÞ
�Q2�K1ðtÞS12K1ðtÞ;

K2ðTÞ¼Q2T : ð8:2:7Þ

Moreover, in that case there is a unique equilibrium. The equilibrium actions are

u�i ðtÞ ¼ �R�1
i BT

i KiðtÞxðtÞ; i ¼ 1; 2:

The cost incurred by player i is xT0Kið0Þx0; i ¼ 1; 2:

Proof

Assume u�i ðtÞ ¼ F�
i ðtÞxðtÞ; t 2 ½0; T �; i ¼ 1; 2, is a set of linear feedback equilibrium

actions. Then, according the definition of a linear feedback equilibrium, the following

linear quadratic regulator problem has as a solution u�1ðtÞ ¼ F�
1ðtÞx1ðtÞ, for all x0.

min

ðT
0

fxT1 ðsÞðQ1 þ F�T
2 ðsÞR12F

�
2ðsÞÞx1ðsÞ þ uT1 ðsÞR1u1ðsÞgdsþ xT1 ðTÞQ1Tx1ðTÞ;

subject to the system

_xx1ðtÞ ¼ ðAþ B2F
�
2ðtÞÞx1ðtÞ þ B1u1ðtÞ; x1ð0Þ ¼ x0:
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According to Theorem 5.1 (see also the Note following Corollary 5.10) this regulator

problem has a solution if and only if the Riccati differential equation

_KK1ðtÞ ¼ �ðAþ B2F
�
2ðtÞÞTK1ðtÞ � K1ðtÞðAþ B2F

�
2ðtÞÞ þ K1ðtÞS1K1ðtÞ

� ðQ1 þ F�T
2 ðtÞR12F

�
2ðtÞÞ;

K1ðTÞ ¼ Q1T ð8:2:8Þ

has a symmetric solution K1ð:Þ on ½0; T�. Moreover, the solution for this optimization

problem is unique, and is given by

u�1ðtÞ ¼ �R�1
1 BT

1K1ðtÞx1ðtÞ:

So, we conclude that F�
1ðtÞ ¼ �R�1

1 BT
1K1ðtÞ. Similarly, it follows by definition that

u�2ðtÞ ¼ F�
2ðtÞx2ðtÞ solves the problem

min

ðT
0

fxT2 ðsÞðQ2 þ K1ðsÞS12K1ðsÞÞx2ðsÞ þ uT2 ðsÞR2u2ðsÞgdsþ xT2 ðTÞQ2Tx2ðTÞ;

subject to the system

_xx2ðtÞ ¼ ðA� S1K1ðtÞÞx2ðtÞ þ B2u2ðtÞ; x2ð0Þ ¼ x0:

According to Theorem 5.1 this regulator problem has a solution if and only if the Riccati

differential equation

_KK2ðtÞ ¼ �ðA� S1K1ðtÞÞTK2ðtÞ � K2ðtÞðA� S1K1ðtÞÞ þ K2ðtÞS2K2ðtÞ � Q2; K2ðTÞ ¼ Q2T

has a symmetric solution K2ð:Þ on ½0; T �. Moreover, the solution for the optimization

problem is unique, and is given by

u�2ðtÞ ¼ �R�1
2 BT

2K2ðtÞx2ðtÞ:

Therefore, F�
2ðtÞ must coincide with �R�1

2 BT
2K2ðtÞ. Substituting this result into equation

(8.2.8) then shows that it is necessary for the set of coupled Riccati equations (8.2.6) and

(8.2.7) to have a set of symmetric solutions ðK1ð:Þ;K2ð:ÞÞ on ½0; T �.
The converse statement, that if the set of coupled Riccati differential equations (8.2.6)

and (8.2.7) has a symmetric solution the strategies

u�i ðtÞ ¼ �R�1
i BT

i KiðtÞxðtÞ

constitute an equilibrium solution, follows directly from Theorem 8.2 by considering

Viðt; xÞ ¼ xTðtÞKiðtÞxðtÞ. That there is only one equilibrium follows from the first part of

the proof. Finally, by Theorem 8.2, the cost incurred by player i is xT0Kið0Þx0. &

Unfortunately, up to now it is unclear whether there also exist feedback Nash equilibria

which are nonlinear functions of the state. That is, it is unclear whether Theorem 8.3 still

applies if we enlarge the strategy space to the set of nonlinear feedback Nash equilibria.
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Example 8.2 illustrates Theorem 8.3. Moreover, the example shows the important role

that information plays in games. It gives an example of a game where for every planning

horizon a linear feedback equilibrium exists, whereas an open-loop equilibrium does not

exist. Furthermore, by a slight change in the parameter values it shows that situations exist

where the game has neither a linear feedback equilibrium nor an open-loop equilibrium.

Example 8.2

Consider the scalar zero-sum dynamic game:

_xxðtÞ ¼
ffiffiffi
2

p
u1ðtÞ � u2ðtÞ; xð0Þ ¼ x0;

where player one likes to minimize

J1ðu1; u2Þ ¼
ðT
0

fu21ðtÞ � u22ðtÞgdt þ �x2ðTÞ;

whereas player two likes to maximize this performance criterion. So, J2 ¼ �J1. With

a ¼ 0, b1 ¼
ffiffiffi
2

p
, b2 ¼ �1, qi ¼ 0, rii ¼ 1 and rij ¼ �1; i 6¼ j ¼ 1; 2 according to

Theorem 8.3 there exists a linear feedback Nash equilibrium if and only if the following

set of coupled differential equations

_kk1ðtÞ ¼ 2k21ðtÞ þ 2k1ðtÞk2ðtÞ þ k22ðtÞ; k1ðTÞ ¼ �; ð8:2:9Þ
_kk2ðtÞ ¼ 2k21ðtÞ þ 4k1ðtÞk2ðtÞ þ k22ðtÞ; k1ðTÞ ¼ ��; ð8:2:10Þ

has a solution on ½0; 3�. Adding equation (8.2.9) to (8.2.10) shows that k1 þ k2 satisfies the

differential equation

dðk1 þ k2ÞðtÞ
dt

¼ 4k1ðk1 þ k2Þ þ 2k2ðk1 þ k2Þ; ðk1 þ k2Þð0Þ ¼ 0:

Obviously, ðk1 þ k2Þð:Þ ¼ 0 satisfies this differential equation. Since the solution for this

differential equation is uniquely determined it follows that k1ðtÞ ¼ �k2ðtÞ. Substitution of
this into equation (8.2.9) shows that the set of equations (8.2.9) and (8.2.10) has a solution

on ½0; T� if and only if the following differential has a solution on ½0; T�
_kk1ðtÞ ¼ k21ðtÞ; k1ðTÞ ¼ �:

The solution for this differential equation is

k1ðtÞ ¼ 1

T þ 1
� � t

:

If � > 0, we see that k1ðtÞ exists on ½0; T �. Therefore, if � > 0, the game has a linear

feedback Nash equilibrium for every planning horizon T . The equilibrium actions are

u�1ðtÞ ¼ �
ffiffiffi
2

p
k1ðtÞxðtÞ ¼ �

ffiffiffi
2

p

T þ 1
� � t

xðtÞ;
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and

u�2ðtÞ ¼ �k1ðtÞxðtÞ ¼ � 1

T þ 1
� � t

xðtÞ:

The cost for player one is k1ð0Þx20 ¼ 1
Tþ1

�

x20 and the cost for player two is

�k1ð0Þx20 ¼ �1
Tþ1

�

x20:

Next, consider the case that � < 0. Then, k1ðtÞ does not exist on ½0; T �. It has a finite

escape time at t ¼ T þ 1
�. So the game has no linear feedback Nash equilibrium in that

case, whatever the length of the chosen planning horizon is.

Now consider the open-loop Nash equilibria for this game. According to Proposition

7.6 this game has, for all initial states, a unique open-loop Nash equilibrium for all

T 2 ½0; t1Þ if and only if the following differential equations have a solution on ½0; t1Þ

_ppðtÞ ¼ p2ðtÞ; pðTÞ ¼ � ð8:2:11Þ

and

_kk1ðtÞ ¼ 2k21ðtÞ; k1ðTÞ ¼ � ð8:2:12Þ
_kk2ðtÞ ¼ k22ðtÞ; k2ðTÞ ¼ ��: ð8:2:13Þ

So a necessary condition for the existence of an open-loop Nash equilibrium, for all x0
and all T 2 ½0; t1Þ, is that the differential equations (8.2.13) and (8.2.11) have a solution

on ½0; t1Þ. However, as we saw from the analysis of the feedback case, one of these

differential games always has no solution (assuming � 6¼ 0). So, whatever the sign of �
is, the game has no open-loop equilibrium on ½0; t1Þ. &

Example 8.3

Reconsider the finite-planning horizon version of the dynamic duopoly game with sticky

prices (see Examples 3.24 and 7.5).

_ppðtÞ ¼ s1ð c
s1

� s2

s1
ðv1 þ v2Þ � pðtÞÞ; pð0Þ ¼ p0;

where pðtÞ denotes the price of the product, vi is the output rate of company i and s1 the

speed at which the price p converges to the price ~pp dictated by the inverse demand

function ~pp ¼ c
s1
� s2

s1
ðv1 þ v2Þ; Also, the profit functions are given by:

Jiðv1; v2Þ ¼
ðT
0

fpðtÞviðtÞ � civiðtÞ � 1

2
v2i ðtÞgdt:

All parameters c; s1; s2; p0 and ci are positive. Assume that we look for Nash equilibria

within the class of affine functions of the price variable, i.e. we consider strategy spaces

defined by

�aff
i :¼fuið0;TÞjuiðtÞ¼FiðtÞpðtÞþgiðtÞ;withFið:Þ; gið:Þ piecewise continuous functionsg:
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We can proceed then in the same way as in Example 7.5. Introducing as state variable

xðtÞ :¼ ½pðtÞ 1�T and uiðtÞ :¼ viðtÞ þ ½�1 ci�xðtÞ, the above maximization problems can

be rewritten as

min
ui

Jiðu1; u2Þ ¼ 1

2

ðT
0

xTðtÞ �1 ci
ci �c2i

� �
xðtÞ þ u2i ðtÞ

� �
dt

subject to

_xxðtÞ ¼ �ðs1 þ 2s2Þ cþ s2ðc1 þ c2Þ
0 0

� �
xðtÞ þ �s2

0

� �
u1 þ �s2

0

� �
u2:

According to Theorem 8.3 the game has, for every initial state, a unique Nash equilibrium

within �aff
1 � �aff

2 if and only if the following set of coupled Riccati differential equations

has a set of symmetric solutions ðK1ð:Þ;K2ð:ÞÞ on ½0; T �

_KK1ðtÞ ¼ �ðA� S2K2ðtÞÞTK1ðtÞ � K1ðtÞðA� S2K2ðtÞÞ þ K1ðtÞS1K1ðtÞ � Q1; K1ðTÞ ¼ 0

_KK2ðtÞ ¼ �ðA� S1K1ðtÞÞTK2ðtÞ � K2ðtÞðA� S1K1ðtÞÞ þ K2ðtÞS2K2ðtÞ � Q2; K2ðTÞ ¼ 0:

Here

A :¼ �ðs1 þ 2s2Þ cþ s2ðc1 þ c2Þ
0 0

� �
; Si :¼ 2s22 0

0 0

� �
and Qi :¼ 1

2

�1 ci
ci �c2i

� �
:

Moreover, the equilibrium actions are:

vi ¼ 2 s2 0½ � KixðtÞ � �1 ci½ �xðtÞ:

As an example consider the symmetric case, i.e. c1 ¼ c2. By considering the differential

equation for VðtÞ :¼ K1ðtÞ � K2ðtÞ, it is easily verified that in this case K1ðtÞ ¼ K2ðtÞ.
Denoting

KðtÞ ¼:
k1ðtÞ k2ðtÞ
k2ðtÞ k3ðtÞ
� �

;

we obtain the following set of differential equations:

_kk1ðtÞ ¼ 2ðs1 þ 2s2Þk1ðtÞ þ 6s22k
2
1ðtÞ þ

1

2
; k1ðTÞ ¼ 0;

_kk2ðtÞ ¼ ðs1 þ 2s2 þ 6s22k1ðtÞÞk2ðtÞ � ðcþ 2s2c1Þk1ðtÞ � 1

2
c1; k2ðTÞ ¼ 0;

_kk3ðtÞ ¼ �2ðcþ 2s2c1Þk2ðtÞ þ 6s22k
2
2ðtÞ þ

1

2
c21; k3ðTÞ ¼ 0:

Taking a closer look at the structure of this control problem one observes that to find its

solution it is sufficient to solve the system of differential equations in k1 and k2. In fact,
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the differential equation in k1 can be solved explicitly. With w :¼ 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s21 þ 4s1s2 þ s22

p
, the

solution is given by

k1ðtÞ ¼ 2ðs1 þ 2s2Þ þ w

6s22
� 1

2
þ w

2ðs1 þ 2s2Þ þ wþ ð�2ðs1 þ 2s2Þ þ wÞewðt�TÞ

� �
:

Next, a linear time-varying differential equation for k2 results whose solution cannot, in

general, be determined explicitly. Fortunately, since k1ð:Þ is a continuous function, we

know from the general theory (see equation (3.1.6)) that k2ð:Þ exists. So, usually using

numerical techniques to find an explicit expression, the equilibrium actions are

viðtÞ ¼ ð2s2k1ðtÞ þ 1ÞpðtÞ þ 2s2k2ðtÞ � c1;

where pðtÞ satisfies the differential equation

_ppðtÞ ¼ �ðs1 þ 2s2 þ 4s22k1ðtÞÞpðtÞ þ cþ 2s2c1 � 4s22k2ðtÞ; pð0Þ ¼ p0:

In Figure 8.1 the equilibrium price path and action trajectories are plotted for the

parameter values we chose in Example 7.5. That is, p0 ¼ 2, c1 ¼ c2 ¼ s1 ¼ s2 ¼ 1, c ¼ 5

and T ¼ 10. These solutions are obtained by solving the above set of differential

equations numerically for ðk1ð:Þ; k2ð:Þ; pð:ÞÞ. To show the difference from the results

obtained in Example 7.13 those numerical results are also included. We see that the

steady-state values of both trajectories are slightly larger for the feedback paths than those

for the open-loop paths. &

We conclude this section by considering the zero-sum differential game.

Theorem 8.4 (Zero-sum differential game)

Consider the differential game described by

_xxðtÞ ¼ AxðtÞ þ B1u1ðtÞ þ B2u2ðtÞ; xð0Þ ¼ x0; ð8:2:14Þ

t

p, vi

popen-loop

vopen-loop

pfeedback

vfeedback

1        2        3       4        5        6        7        8        9

1

2

Figure 8.1 Some optimal state and control trajectories for Example 8.3
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with, for player one, the quadratic cost function:

J1ðu1; u2Þ ¼
ðT
0

fxTðtÞQxðtÞ þ uT1 ðtÞR1u1ðtÞ � uT2 ðtÞR2u2ðtÞgdt þ xTðTÞQTxðTÞ;

and, for player two, the opposite objective function:

J2ðu1; u2Þ ¼ �J1ðu1; u2Þ

where the matrices Q and QT are symmetric and Ri; i ¼ 1; 2, are positive definite.

This zero-sum linear quadratic differential game has a linear feedback Nash equili-

brium for every initial state if and only if the following Riccati differential equation has a

symmetric solution K on ½0; T�
_KKðtÞ ¼ �ATKðtÞ � KðtÞAþ KðtÞðS1 � S2ÞKðtÞ � Q; KðTÞ ¼ QT : ð8:2:15Þ

Moreover, if equation (8.2.15) has a solution the game has a unique equilibrium. The

equilibrium actions are

u�1ðtÞ ¼ �R�1
1 BT

1KðtÞxðtÞ and u�2ðtÞ ¼ R�1
2 BT

2KðtÞxðtÞ:

The cost incurred by player one is xT0Kð0Þx0 and by player two �xT0Kð0Þx0.

Proof

According to Theorem 8.3 this game has a linear feedback Nash equilibrium if and only if

the following two coupled differential equations have a symmetric solution Kið:Þ; i ¼
1; 2, on ½0; T�

_KK1ðtÞ ¼ �ðA� S2K2ðtÞÞTK1ðtÞ �K1ðtÞðA� S2K2ðtÞÞ þK1ðtÞS1K1ðtÞ �QþK2ðtÞS2K2ðtÞ;
K1ðTÞ ¼ QT ð8:2:16Þ
_KK2ðtÞ ¼ �ðA� S1K1ðtÞÞTK2ðtÞ �K2ðtÞðA� S1K1ðtÞÞ þK2ðtÞS2K2ðtÞ þQþK1ðtÞS1K1ðtÞ;

K2ðTÞ ¼ �QT : ð8:2:17Þ

Adding equation (8.2.16) to (8.2.17) gives the following differential equation in

ðK1 þ K2ÞðtÞ
_ðK1þK2ÞðK1þK2Þ¼�ðK1þK2ÞðtÞðA�S1K1ðtÞ�S2K2ðtÞÞ�ðA�S1K1ðtÞ�S2K2ðtÞÞTðK1þK2ÞðtÞ;

¼ðK1þK2ÞðTÞ 0:

Obviously, ðK1 þ K2Þð:Þ ¼ 0 satisfies this differential equation. Since the solution to this

differential equation is unique, we conclude that K1ðtÞ ¼ �K2ðtÞ. Substitution of this into

equation (8.2.16) then shows that equations (8.2.16) and (8.2.17) have a solution on ½0; T �
if and only if (8.2.15) has a solution on ½0; T �.

The corresponding equilibrium strategies and cost then follow directly from

Theorem 8.3. &
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Note

Recall from Proposition 7.6 that this game has a unique open-loop Nash equilibrium for

all T 2 ½0; t1Þ if and only if in addition to equation (8.2.15) the following two Riccati

differential equations have a solution on ½0; t1Þ

_KK1ðtÞ ¼ �ATK1ðtÞ � K1ðtÞAþ K1ðtÞS1K1ðtÞ � Q; K1ðTÞ ¼ QT ð8:2:18Þ
_KK2ðtÞ ¼ �ATK2ðtÞ � K2ðtÞAþ K2ðtÞS2K2ðtÞ þ Q; K2ðTÞ ¼ �QT : ð8:2:19Þ

If this open-loop equilibrium exists, the equilibrium strategies coincide with the linear

feedback equilibrium strategies. &

8.3 Infinite-planning horizon

As in the open-loop case we consider in this section the minimization of the performance

criterion

Jiðx0; u1; u2Þ ¼ lim
T!1

Jiðx0; u1; u2; TÞ ð8:3:1Þ

for player i; i ¼ 1; 2, where

Jiðx0; u1; u2; TÞ ¼
ðT
0

xTðtÞQixðtÞ þ uTi ðtÞRiiuiðtÞ þ ujðtÞRijujðtÞ
� 	

dt; j 6¼ i;

subject to the dynamical system

_xxðtÞ ¼ AxðtÞ þ B1u1ðtÞ þ B2u2ðtÞ; xð0Þ ¼ x0: ð8:3:2Þ

Here Qi and Rij; i; j ¼ 1; 2, are symmetric and Rii; i ¼ 1; 2, is positive definite.

From a conceptual point of view it is difficult to generalize the notion of feedback Nash

equilibrium which we introduced in the previous section for an infinite horizon. On the

other hand it is clear that, maybe under some additional regularity conditions, the notion

of linear feedback Nash equilibrium can be generalized straightforwardly if we are

restricted to stationary policy rules. So it seems reasonable to study Nash equilibria

within the class of linear time-invariant state feedback policy rules. Therefore we shall

limit our set of permitted controls to the constant linear feedback strategies. That is, to

ui ¼ Fix, with Fi 2 Rmi�n; i ¼ 1; 2, and where ðF1;F2Þ belongs to the set

F :¼ fF ¼ ðF1;F2Þ j Aþ B1F1 þ B2F2 is stableg:

The stabilization constraint is imposed to ensure the finiteness of the infinite-horizon

cost integrals that we will consider. This assumption can also be justified from the

supposition that one is studying a perturbed system which is temporarily out of

equilibrium. In that case it is reasonable to expect that the state of the system remains

close to the origin. Obviously the stabilization constraint is a bit unwieldy since it

introduces dependence between the strategy spaces of the players. So it presupposes that
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there is at least the possibility of some coordination between both players. This

coordination assumption seems to be more stringent in this case than for the equilibrium

concepts we introduced previously. However, the stabilization constraint can be justified

from the supposition that both players have a first priority in stabilizing the system.

Whether this coordination actually takes place, depends on the outcome of the game.

Only if the players have the impression that their actions are such that the system

becomes unstable, will they coordinate their actions in order to realize this meta-objective

and adapt their actions accordingly. Probably for most games the equilibria without this

stabilization constraint coincide with the equilibria of the game if one does consider this

additional stabilization constraint. That is, the stabilization constraint will not be active in

most cases, but there are games where it does play a role. We will give an example of this

at the end of this section.

To make sure that our problem setting makes sense, we assume throughout this chapter

that the set F is non-empty. A necessary and sufficient condition for this to hold is that

the matrix pair ðA; ½B1;B2�Þ is stabilizable.
Summarizing, we define the concept of a linear feedback Nash equilibrium on an

infinite-planning horizon as follows.

Definition 8.5

ðF�
1 ;F

�
2Þ 2 F is called a stationary linear feedback Nash equilibrium if the following

inequalities hold

J1ðx0;F�
1 ;F

�
2Þ � J1ðx0;F1;F

�
2Þ and J2ðx0;F�

1 ;F
�
2Þ � J2ðx0;F�

1 ;F2Þ

for each x0 and for each state feedback matrix Fi; i ¼ 1; 2 such that ðF�
1 ;F2Þ

and ðF1;F
�
2Þ 2 F . &

Unless otherwise stated, the phrases ‘stationary’ and ‘linear’ in the notion of stationary

linear feedback Nash equilibrium are dropped in this section. This is because it is clear

from the context here which equilibrium concept we are dealing with.

Next, consider the set of coupled algebraic Riccati equations

0 ¼ �ðA� S2K2ÞTK1 � K1ðA� S2K2Þ þ K1S1K1 � Q1 � K2S21K2; ð8:3:3Þ
0 ¼ �ðA� S1K1ÞTK2 � K2ðA� S1K1Þ þ K2S2K2 � Q2 � K1S12K1: ð8:3:4Þ

Theorem 8.5 below states that feedback Nash equilibria are completely characterized by

symmetric stabilizing solutions of equations (8.3.3) and (8.3.4). That is, by symmetric

solutions ðK1;K2Þ for which the closed-loop system matrix A� S1K1 � S2K2 is stable.

Theorem 8.5

Let ðK1;K2Þ be a symmetric stabilizing solution of equations (8.3.3) and (8.3.4) and define

F�
i :¼ �R�1

ii BT
i Ki for i ¼ 1; 2. Then ðF�

1 ;F
�
2Þ is a feedback Nash equilibrium. Moreover,

the cost incurred by player i by playing this equilibrium action is xT0Kix0; i ¼ 1; 2.
Conversely, if ðF�

1 ;F
�
2Þ is a feedback Nash equilibrium, there exists a symmetric

stabilizing solution ðK1;K2Þ of equations (8.3.3) and (8.3.4) such that F�
i ¼ �R�1

ii BT
i Ki.
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Proof

Let ðK1;K2Þ be a stabilizing solution of equations (8.3.3) and (8.3.4) and define

F�
2 :¼ �R�1

22 B
T
2K2. Next, consider the minimization by player one of the cost function

J1ðx0; u1;F�
2Þ ¼

ð1
0

xTðQ1 þ F�T
2 R12F

�
2Þxþ uT1R11u1

n o
dt;

subject to the system _xxðtÞ ¼ ðA� S2K2ÞxðtÞ þ B1u1ðtÞ; xð0Þ ¼ x0:
By assumption (see equations (8.3.3)), the equation

0 ¼ �ðA� S2K2ÞTX � XðA� S2K2Þ þ XS1X � Q1 � K2S21K2

has a stabilizing solution X ¼ K1. So, according to Theorem 5.14, the above minimization

problem has a solution. The solution is given by u�1 ¼ �R�1
11 B

T
1X and the corresponding

minimum cost by xT0Xx0. Since X ¼ K1 it follows that F1 ¼ F�
1 solves the minimization

problem. That is,

J1ðx0;F�
1 ;F

�
2Þ � J1ðx0;F1;F

�
2Þ:

In a similar way it can be shown that the corresponding minimization problem for player

two is solved by F�
2, which proves the first part of the claim.

Next, assume that ðF�
1 ;F

�
2Þ 2 F is a feedback Nash equilibrium. Then, by definition,

J1ðx0;F�
1 ;F

�
2Þ � J1ðx0;F1;F

�
2Þ and J2ðx0;F�

1 ;F
�
2Þ � J2ðx0;F�

1 ;F2Þ

for all x0 and for all state feedback matrices Fi; i ¼ 1; 2, such that

ðF�
1 ;F2Þ and ðF1;F

�
2Þ 2 F . Hence, according to Theorem 5.14, there exist real symmetric

matrices Ki; i ¼ 1; 2, satisfying the set of equations

0 ¼ �ðQ1 þ F�T
2 R12F

�
2Þ � ðAþ B2F

�
2ÞTK1 � K1ðAþ B2F

�
2Þ þ K1S1K1 ð8:3:5Þ

0 ¼ �ðQ2 þ F�T
1 R21F

�
1Þ � ðAþ B1F

�
1ÞTK2 � K2ðAþ B1F

�
1Þ þ K2S2K2 ð8:3:6Þ

such that both Aþ B2F
�
2 � S1K1 and Aþ B1F

�
1 � S2K2 are stable.

Theorem 5.22 implies, moreover, that F�
i ¼ �R�1

ii BT
i Ki and Jiðx0;F�

1 ;F
�
2Þ ¼ xT0Kix0.

Replacing F�
2 in equation (8.3.5) by �R�1

22 B
T
2K2 and F�

1 in equation (8.3.6) by �R�1
11 B

T
1K1

shows that ðK1;K2Þ satisfies the coupled set of algebraic Riccati equations (8.3.3) and

(8.3.4). Furthermore, replacing F�
1 in Aþ B1F

�
1 � S2K2 by �R�1

11 B
T
1K1 shows that matrix

A� S1K1 � S2K2 is stable, which completes the proof. &

Example 8.4

Reconsider the government debt stabilization game from section 7.8.1. In this game it is

assumed that government debt accumulation, _dd, is the sum of interest payments on

government debt, rdðtÞ, and primary fiscal deficits, f ðtÞ, minus the seignorage, mðtÞ:

_ddðtÞ ¼ rdðtÞ þ f ðtÞ � mðtÞ; dð0Þ ¼ d0:
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The objective of the fiscal authority is to minimize a sum of time profiles of the primary

fiscal deficit, base-money growth and government debt:

LF ¼
ð1
0

fð f ðtÞ � �ff Þ2 þ �ðmðtÞ � �mmÞ2 þ �ðdðtÞ � �ddÞ2ge��tdt;

whereas the monetary authorities set the growth of base money so as to minimize the

loss function:

LM ¼
ð1
0

fðmðtÞ � �mmÞ2 þ �ðdðtÞ � �ddÞ2ge��tdt:

Here all variables denoted with a bar are assumed to be fixed targets which are given a

priori.

Introducing x1ðtÞ :¼ ðdðtÞ � �ddÞe�1
2
�t; x2ðtÞ :¼ ðr�dd þ �ff � �mmÞe�1

2
�t; u1ðtÞ :¼ ðf ðtÞ��ff Þe�1

2
�t

and u2ðtÞ :¼ ðmðtÞ � �mmÞe�1
2
�t we showed that the above game can be rewritten in our

standard notation as

min
u1

LF ¼
ð1
0

f�x21ðtÞ þ u21ðtÞ þ �u22ðtÞgdt

and

min
u2

LM ¼
ð1
0

f�x21ðtÞ þ u22ðtÞgdt

subject to

_xxðtÞ ¼ AxðtÞ þ B1u1ðtÞ þ B2u2ðtÞ

with:

A¼ r� 1
2
� 1

0 � 1
2
�

" #
; B1 ¼

1

0

� �
; B2 ¼

�1

0

� �
; Q1 ¼

� 0

0 0

� �
; Q2 ¼

� 0

0 0

� �
;

R11 ¼ 1;R22 ¼ 1;R12 ¼ � and R21 ¼ 0:

By Theorem 8.5 this game has a set of feedback Nash equilibria u�i ¼ F�
i xðtÞ within the

set of constant feedback matrices F if and only if the set of algebraic Riccati equations

(8.3.3) and (8.3.4) has a set of stabilizing solutions ðK1;K2Þ. Or, stated in terms of the

original problem formulation, the game has a set of feedback Nash equilibria

ðf ðtÞ;mðtÞÞ ¼ ðf11dðtÞ þ f12; f21dðtÞ þ f22Þ within the class of stabilizing affine functions

of the government debt

�aff
1 � �aff

2 :¼ ð f11; f21Þ j r � 1

2
� þ f11 � f21 < 0

� �
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if and only if equations (8.3.3) and (8.3.4) has a set of stabilizing solutions. With

Si :¼ 1 0

0 0

� �
; i ¼ 1; 2; S12 ¼ 0; S21 ¼ � 0

0 0

� �
;

and

K1 :¼ l1 l2
l2 l3

� �
; K2 :¼ k1 k2

k2 k3

� �
;

the equations reduce to the following six expressions

2l1 r � 1

2
� � k1

� �
þ l21 � �� �k21 ¼ 0 ð8:3:7Þ

k21 � 2k1 r � 1

2
� � l1

� �
� � ¼ 0 ð8:3:8Þ

ð�r þ � þ k1 þ l1Þl2 þ ðl1 � �k1Þk2 ¼ l1 ð8:3:9Þ
k1l2 þ ð�r þ � þ k1 þ l1Þk2 ¼ k1 ð8:3:10Þ
1

�
ð2l2ð1� k2Þ � l22 þ �k22Þ ¼ l3 ð8:3:11Þ

1

�
ð2k2ð1� l2Þ � k22Þ ¼ k3: ð8:3:12Þ

From equation (8.3.8) it follows, using the fact that the closed-loop system must be stable,

that

k1 ¼ r � 1

2
� � l1 þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r � 1

2
� � l1

� �2

þ�

s
:

Using this result, one can then solve the rest of the equations by first substituting, for

example, this result into equation (8.3.7). This yields an, in principle, fourth-order

polynomial equation in l1 that has to be solved. Once the solution of this equation has

been found ðl2; k2Þ are obtained from equations (8.3.9) and (8.3.10) as

l2
k2

� �
¼ �r þ � þ k1 þ l1 l1 � �k1

k1 �r þ � þ k1 þ l1

� ��1
l1
k1

� �
;

whereas l3 and k3 are then directly obtained from equations (8.3.11) and (8.3.12),

respectively.

The equilibrium actions are then

u�1ðtÞ ¼ �½l1 l2�xðtÞ and u�2ðtÞ ¼ ½k1 k2�xðtÞ:
Or, stated in the original variables,

f ðtÞ ¼ �l1dðtÞ þ ðl1 � l2rÞ�dd þ ð1� l2Þ�ff � l2 �mm
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and

mðtÞ ¼ k1dðtÞ � ðk1 � k2rÞ�dd þ k2�ff þ ð1� k2Þ�mm;

where

dðtÞ ¼ �eðr�l1�k1Þt þ �dd þ ð1� l2 � k2Þðr�dd þ �ff � �mmÞ
l1 þ k1 � r

;

with � ¼ d0 � �dd � ð1� l2 � k2Þðr�ddþ�ff � �mmÞ
l1 þ k1 � r

.

In particular we see that the debt accumulates over time to the constant level

�dd þ ð1� l2 � k2Þðr�dd þ �ff � �mmÞ
l1 þ k1 � r

:

With � ¼ 0:04, r ¼ 0:06, � ¼ 0:2, � ¼ � ¼ 1 the above equations (8.3.7)–(8.3.12)

have the unique stabilizing solution

K1 ¼ 0:6295 0:4082
0:4082 10:8101

� �
and K2 ¼ 0:5713 0:2863

0:2863 6:4230

� �
:

Consequently, the convergence rate of the government debt towards its long-term

equilibrium, r � l1 � k1, is �1.1408. Moreover, the long-term equilibrium debt is
�dd þ 0:3055

1:1408 ðr�dd þ �ff � �mmÞ.
Comparing these numbers with the open-loop outcomes (see Section 7.8.1 and, in

particular, equation (7.8.6)) we see that the corresponding convergence speed of the

government debt towards its long-term equilibrium, 1
2
� � l, is �1.3948 and the long-term

equilibrium debt is �dd � 0:0139
1:3948 ðr�dd þ �ff � �mmÞ. Assuming that the gap between the desired

financing, �ff þ r�dd, and desired monetary accomodation, �mm, is positive we see that for this
case the long-term equilibrium debt is below the government debt target �dd under the

open-loop scenario, whereas under the feedback scenario it is above this target value.

Furthermore, we see that the debt converges more rapidly towards its equilibrium value in

the open-loop scenario. &

Example 8.5

In this example we reconsider the model on duopolistic competition with sticky prices

that was analyzed in Section 7.8.2. We now look for the feedback Nash equilibria of the

game defined by the revenue functions

Jiðu1; u2Þ ¼
ð1
0

e�rtfpðtÞuiðtÞ � ciuiðtÞ � 1

2
u2i ðtÞgdt; ð8:3:13Þ

subject to the dynamic constraint

_ppðtÞ ¼ sfa� ðu1ðtÞ þ u2ðtÞÞ � pðtÞg; pð0Þ ¼ p0: ð8:3:14Þ

For the interpretation of the variable we refer to section 7.8.2.
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The strategy spaces from which the players choose their actions is assumed to be given

by the set of stabilizing affine functions of the price p, i.e.

�aff
1 � �aff

2 :¼ ðu1; u2Þ j uiðtÞ ¼ fiipðtÞ þ gi; with � s� sf11 � sf22 <
1

2
r

� �
:

To determine the feedback Nash equilibrium actions for this game (8.3.13) and (8.3.14)

we first reformulate it into our standard framework. Recall from section 7.8.2 that by

introducing the variables

xTðtÞ :¼ e�
1
2
rt pðtÞ 1½ � and viðtÞ :¼ e�

1
2
rtuiðtÞ þ �1 c½ �xðtÞ; i ¼ 1; 2; ð8:3:15Þ

the problem can be rewrittten as the minimization of

Ji :¼
ð1
0

fxTðtÞQixðtÞ þ vTi ðtÞRiviðtÞgdt; i ¼ 1; 2;

subject to the dynamics

_xxðtÞ ¼ AxðtÞ þ B1v1ðtÞ þ B2v2ðtÞ; xTð0Þ ¼ p0 1½ �:
Here

A ¼ � 1
2
r � 3s ðaþ 2cÞs
0 � 1

2
r

" #
; Bi ¼ �s

0

� �
; Qi ¼

� 1
2

1
2
c

1
2
c � 1

2
c2

" #
and Ri ¼ 1

2
:

According to Theorem 8.5 this game has a feedback Nash equilibrium if and only if

equations (8.3.3) and (8.3.4) have a set of stabilizing solutions. With

Si :¼ 2s2 0

0 0

� �
; i ¼ 1; 2; S12 ¼ S21 ¼ 0

and

K1 :¼ l1 l2
l2 l3

� �
;K2 :¼ k1 k2

k2 k3

� �
;

the equations reduce to the following six expressions

�2l1

�
� 1

2
r � 3s� 2s2k1

�
þ 2s2l21 þ

1

2
¼ 0 ð8:3:16Þ

2s2k21 � 2k1

�
� 1

2
r � 3s� 2s2l1

�
þ 1

2
¼ 0 ð8:3:17Þ

ðr þ 3sþ 2s2k1 þ 2s2l1Þl2 þ 2s2l1k2 ¼ 1

2
cþ ðaþ 2cÞsl1 ð8:3:18Þ

2s2k1l2 þ ðr þ 3sþ 2s2k1 þ 2s2l1Þk2 ¼ 1

2
cþ ðaþ 2cÞsk1 ð8:3:19Þ

1

r
ð2l2ððaþ 2cÞs� 2s2k2Þ � 2s2l22 �

1

2
c2Þ ¼ l3 ð8:3:20Þ

1

r
ð2k2ððaþ 2cÞs� 2s2l2Þ � 2s2k22 �

1

2
c2 ¼ k3: ð8:3:21Þ
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The stability requirement, that matrix A� S1K1 � S2K2 must be stable, reduces to

1

2
r þ 3sþ 2s2ðl1 þ k1Þ > 0: ð8:3:22Þ

We can solve this set of equations in the same way as in Example 8.4. First, solve ðk1; l1Þ
from equations (8.3.16) and (8.3.17). Then ðk2; l2Þ are determined by the set of linear

equations (8.3.18) and (8.3.19). Finally, equations (8.3.20) and (8.3.21) then give us l3
and k3, respectively.

Subtracting equation (8.3.17) from equation (8.3.16) gives

ðl1 � k1Þðr þ 6sþ 2s2ðl1 þ k1ÞÞ ¼ 0:

If in this equation the term r þ 6sþ 2s2ðl1 þ k1Þ ¼ 0, we have a contradiction with

the stability requirement (8.3.22). So, it follows that l1 ¼ k1. As a consequence, the

equations (8.3.18) and (8.3.19) become symmetric in ðl2; k2Þ, and it is straightforwardly

verified that l2 ¼ k2. Finally, by a direct inspection of equations (8.3.20) and (8.3.21), we

also obtain that l3 ¼ k3. Or, stated differently, K1 ¼ K2.

Using this result equations (8.3.16) and (8.3.18) can be rewritten as

6s2k21 þ ðr þ 6sÞk1 þ 1

2
¼ 0; ð8:3:23Þ

and

k2 ¼
1
2
cþ ðaþ 2cÞsk1
r þ 3sþ 6s2k1

; ð8:3:24Þ

respectively.

From the stability condition (8.3.22) it next follows that the appropriate solution k1 in

equation (8.3.23) above is

k1 ¼
�ð6sþ rÞ þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðr þ 6sÞ2 � 12s2

q
12s2

: ð8:3:25Þ

The equilibrium actions now follow directly from expression (8.3.15). That is

uiðtÞ ¼ ð2sk1 þ 1ÞpðtÞ þ 2sk2 � c; i ¼ 1; 2; ð8:3:26Þ

with k1 given by equation (8.3.25) and k2 by equation (8.3.24).

The resulting dynamics of the equilibrium price path are

_ppðtÞ ¼ ð�4s2k1 � 3sÞpðtÞ þ sða� 4sk2 þ 2cÞ;

or, stated differently,

pðtÞ ¼ �eð�4s2k1�3sÞt þ a� 4sk2 þ 2c

4sk1 þ 3
;
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where � ¼ p0 � a�4sk2þ2c
4sk1þ3

. In particular we infer from this that the feedback equilibrium

price converges to the stationary value

�pp :¼ a� 4sk2 þ 2c

4sk1 þ 3
:

In the same way as for the open-loop case, we next study the behavior of the stationary

equilibrium price if the price adjustment parameter, s, increases. Elementary calculation

shows that

lim
s!1 sk1 ¼ �6þ ffiffiffiffiffi

24
p

12
and lim

s!1 sk2 ¼ 1

6
� 1ffiffiffiffiffi

24
p

� �
aþ 2

6
� 1ffiffiffiffiffi

24
p

� �
c:

Consequently,

lim
s!1

�pp ¼ �aþ ð1� �Þc; where � ¼ 1þ ffiffiffi
6

p

3þ 2
ffiffiffi
6

p :

Comparing these numbers with the open-loop and static case, we see that the feedback

price resembles the static equilibrium price more.

We conclude this example by a comparison of the convergence speed of the open-loop

and feedback equilibrium prices towards their stationary values. The convergence speed

of the feedback price is

rfb :¼ s� 1

3

�
r �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðr þ 6sÞ2 � 12s2

q �
;

whereas that of the open-loop price is

rol :¼ � 1

2
r þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

2
r þ 3s

� �2

� 2s2

s
:

We will now show that

rfb < rol:

Notice that the inequality can be rewritten as

sþ 1

6
r <

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

2
r þ 3s

� �2

�2s2

s
� 1

3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðr þ 6sÞ2 � 12s2

q

where the right-hand side of this inequality is positive. By squaring both sides of this inequa-

lity and rearranging terms the question reduces to whether the following inequality holds

2

3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

2
r þ 3s

� �2

�2s2

s ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðr þ 6sÞ2 � 12s2

q
<

1

3
r2 þ 4rsþ 8

2

3
s2:
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Squaring both sides of this inequality again and comparing terms then show that indeed

this inequality holds, which proves the claim. &

Next we consider the results from Theorem 8.5 for the special case of the zero-sum game.

Corollary 8.6

Consider the zero-sum differential game described by

_xxðtÞ ¼ AxðtÞ þ B1u1ðtÞ þ B2u2ðtÞ; xð0Þ ¼ x0;

with, for player one, the quadratic cost function:

J1ðu1; u2Þ ¼
ð1
0

fxTðtÞQxðtÞ þ uT1 ðtÞR1u1ðtÞ � uT2 ðtÞR2u2ðtÞgdt;

and, for player two, the opposite objective function

J2ðu1; u2Þ ¼ �J1ðu1; u2Þ;

where the matrices Q and Ri; i ¼ 1; 2, are symmetric and Ri; i ¼ 1; 2, are positive

definite.

This zero-sum linear quadratic differential game has for every initial state a feedback

Nash equilibrium if and only if the following Riccati equation has a symmetric solution K

such that matrix A� S1K þ S2K is stable

�ATK � KAþ KðS1 � S2ÞK � Q ¼ 0:

Moreover, in that case there is a unique equilibrium. The equilibrium actions are then

u�1ðtÞ ¼ �R�1
1 BT

1KxðtÞ and u�2ðtÞ ¼ R�1
2 BT

2KxðtÞ:

The cost incurred by player one is xT0Kx0 and by player two �xT0Kx0.

Proof

By Theorem 8.5 this zero-sum game has an equilibrium if and only if the set of algebraic

Riccati equations

0 ¼ �ðA� S2K2ÞTK1 � K1ðA� S2K2Þ þ K1S1K1 � Qþ K2S2K2; ð8:3:27Þ
0 ¼ �ðA� S1K1ÞTK2 � K2ðA� S1K1Þ þ K2S2K2 þ Qþ K1S1K1; ð8:3:28Þ

has a stabilizing set of solutions ðK�
1 ;K

�
2Þ. Adding equations (8.3.27) and (8.3.28) yields

the Lyapunov equation in K1 þ K2:

�ðK1 þ K2ÞðA� S1K1 � S2K2Þ � ðA� S1K1 � S2K2ÞTðK1 þ K2Þ ¼ 0:
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Since, by assumption, matrix A� S1K
�
1 � S2K

�
2 is stable, the equation has a unique

solution (see Corollary 2.32 or Example 2.16). Obviously, K1 þ K2 ¼ 0 satisfies this

Lyapunov equation. Thus, K�
1 ¼ �K�

2 . Substitution of K1 ¼ �K2 into equations (8.3.27)

and (8.3.28) shows that both equations reduce to the equation

�ATK � KAþ KðS1 � S2ÞK � Q ¼ 0: ð8:3:29Þ

So, this equation (8.3.29) has a solution K ¼ K�
1 such that A� S1K þ S2K is stable; but

equation (8.3.29) is an algebraic Riccati equation which, according to Theorem 2.33, has

at most one stabilizing solution. Therefore, K�
1 is uniquely determined and there is exactly

one equilibrium.

Conversely, assume that the algebraic Riccati equation (8.3.29) has a stabilizing

solution K1. Introducing K2 :¼ �K1 then shows that the set of coupled algebraic Riccati

equations (8.3.27) and (8.3.28) has a stabilizing solution. From this we immediately

conclude (see Theorem 8.5) that the game has a feedback Nash equilibrium. &

Notice the difference between this Corollary 8.6 and its open-loop counterpart as

formulated in Proposition 7.20. The result stated above holds under less stringent

conditions. First, the uncontrolled system does not necessarily have to be stable and,

secondly, no additional algebraic Riccati equations appear other than equation (8.3.29) in

the existence conditions.

As in the open-loop case, there are examples illustrating the fact that the game can have

either no, a finite number or even an infinite number of feedback Nash equilibria. Examples

will be provided in the following sections, when we have some numerical algorithms

available to deal with the problem to find all zeros of the set of nonlinear coupled Riccati

equations (8.3.3) and (8.3.4). Here, we present an example illustrating the fact that the set

of algebraic Riccati equations may have an infinite number of stabilizing solutions.

Example 8.6

Consider

A ¼ Bi ¼ Rii ¼ 1 0

0 1

� �
; i ¼ 1; 2; and Qi ¼ Rij ¼ 0 0

0 0

� �
; i 6¼ j ¼ 1; 2:

Then straightforward calculations show that for 0 � a � 2

K1 ¼ a
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�a2 þ 2a

pffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�a2 þ 2a
p

2� a

� �
and K2 ¼ 2� a � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�a2 þ 2a

p
� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�a2 þ 2a
p

a

� �

solve the set of coupled algebraic Riccati equations. Furthermore,

A� S1K1 � S2K2 ¼ �1 0

0 �1

� �
;

which, obviously, is a stable matrix. So, there exist an infinite number of feedback Nash

equilibrium strategies, all yielding the same closed-loop system. It is easily verified, using

Infinite-planning horizon 381



Algorithm 7.1, that this game has two open-loop Nash equilibria which permit a feedback

synthesis. &

The restriction that the feedback matrices have to belong to the set F is essential. Indeed,

there exist feedback Nash equilibria in which a player can improve unilaterally by

choosing a feedback matrix for which the closed-loop system is unstable. The following

example is from Mageirou (1976).

Example 8.7

Consider the scalar zero-sum dynamic game

_xxðtÞ ¼ xðtÞ þ u1ðtÞ þ u2ðtÞ; xð0Þ ¼ x0 6¼ 0;

with performance criterion

J ¼
ð1
0

fx2ðtÞ þ u21ðtÞ � 2u22ðtÞgdt;

which player one likes to minimize and player two to maximize. Then, according to

Corollary 8.6 this game has a stationary feedback Nash equilibrium if and only if the

algebraic Riccati equation

1

2
k2 � 2k � 1 ¼ 0

has a stabilizing solution, i.e. a solution k such that 1� s1k þ s2k < 0. It is easily verified

that k ¼ 2þ ffiffiffi
6

p
is the unique stabilizing solution of this equation. So, the equilibrium

actions for this game are

u�1ðtÞ ¼ �ð2þ
ffiffiffi
6

p
ÞxðtÞ and u�2ðtÞ ¼ � 1

2
ð2þ

ffiffiffi
6

p
ÞxðtÞ;

whereas the corresponding cost for player one is ð2þ ffiffiffi
6

p Þx20 and for player two

�ð2þ ffiffiffi
6

p Þx20:
However, if player two uses the action u�2ðtÞ and player one is allowed to choose an

action outside the class of stabilizing feedback strategies, things change drastically. For, if

player two uses the action u�2ðtÞ, player one is confronted with the problem to minimize

J ¼
ð1
0

fð�4� 2
ffiffiffi
6

p
Þx2ðtÞ þ u21ðtÞgdt;

subject to the system

_xxðtÞ ¼ 4þ ffiffiffi
6

p

2
xðtÞ þ u1ðtÞ; xð0Þ ¼ x0:

Obviously, if x0 6¼ 0, player one can obtain an arbitrarily small cost by playing u1ð:Þ ¼ 0.

So, the action u�1ð:Þ is not an equilibrium action anymore, if we permit player one to

choose his actions from a different action set. &
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8.4 Two-player scalar case

The previous section showed that all infinite-planning horizon feedback Nash equilibria

can be found by solving a set of coupled algebraic Riccati equations. Solving the system

(8.3.3) and (8.3.4) is in general a difficult problem. To gain some intuition for the solution

set we next consider the scalar two-player game, where players are not interested in

the control actions pursued by the other player. In that case it is possible to derive some

analytic results. In particular it will be shown that in this game never more than three

equilibria occur. Furthermore a complete characterization of parameters which give rise to

either zero, one, two, or three equilibria will be given.

So, the object of study in this section is the next game:

Jiðx0; u1; u2Þ ¼
ð1
0

fqix2ðtÞ þ riu
2
i gdt; i ¼ 1; 2; ð8:4:1Þ

subject to the dynamical system

_xxðtÞ ¼ axðtÞ þ b1u1ðtÞ þ b2u2ðtÞ; xð0Þ ¼ x0: ð8:4:2Þ

The algebraic Riccati equations which provide the key to finding the feedback Nash

equilibria for this game (see Theorem 8.5) are obtained from equations (8.3.3) and (8.3.4)

by substitution of R21 ¼ R12 ¼ 0, A ¼ a, Bi ¼ bi, Qi ¼ qi, Rii ¼ ri and si :¼ b2i =ri,
i ¼ 1; 2, into these equations. By Theorem 8.5 a pair of control actions f �i :¼
� bi

ri
ki; i ¼ 1; 2, then constitute a feedback Nash equilibrium if and only if the following

equations have a solution xi ¼ ki; i ¼ 1; 2,

s1x
2
1 þ 2s2x1x2 � 2ax1 � q1 ¼ 0 ð8:4:3Þ

s2x
2
2 þ 2s1x1x2 � 2ax2 � q2 ¼ 0 ð8:4:4Þ

a� s1x1 � s2x2 < 0: ð8:4:5Þ

Geometrically, the equations (8.4.3) and (8.4.4) represent two hyperbolas in the ðx1; x2Þ
plane, whereas the inequality (8.4.5) divides this plane into a ‘stable’ and an ‘anti-stable’

region. So, all feedback Nash equilibria are obtained as the intersection points of both

hyperbolas in the ‘stable’ region. In Examples 8.8 and 8.9 below we illustrate two

different situations that can occur.

Example 8.8

Consider a ¼ bi ¼ ri ¼ 1; i ¼ 1; 2, q1 ¼ 1
4
and q2 ¼ 1

5
. Then the hyperbolas describing

equations (8.4.3) and (8.4.4) are

x2 ¼ 1� 1

2
x1 þ 1

8x1
; and x1 ¼ 1� 1

2
x2 þ 1

10x2
;

respectively. Both the hyperbolas, as well as the ‘stability-separating’ line x2 ¼ 1� x1,

are plotted in Figure 8.2. From the plot we see that both hyperbolas have three intersec-

tion points in the stable region. So, the game has three feedback Nash equilibria. &
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Example 8.9

Consider the same parameters as in Example 8.8 except a, which we now choose to be

equal to zero. Then the hyperbolas describing equations (8.4.3) and (8.4.4) are

x2 ¼ � 1

2
x1 þ 1

8x1
; and x1 ¼ � 1

2
x2 þ 1

10x2
;

respectively. Both hyperbolas, as well as the ‘stability-separating’ line x2 ¼ �x1, are plotted

in Figure 8.3. We see that both hyperbolas have two intersection points, from which one

is located in the stable region. So, this game has one feedback Nash equilibrium. &

Next we will analyze the various situations that can occur in detail (see also van den

Broek (2001)) where the various situations that can occur are exhaustively discussed in

x11         2        3        4−5 −4 −3 −1

−1

−2

−2

−3

−4

1

2

3

x2 = 1 − x1
1
2

1+
8x1

x1 = 1 − x2
1
2

1+
10x2

x2

x2 = 1 − x1

Figure 8.2 A game with three feedback Nash equilibria: a ¼ bi ¼ ri ¼ 1, q1 ¼ 1
4
, q2 ¼ 1

5

x1 = − x2
1
2

1+
10x2

x2 = −x1

1 2 3 4−5 −4 −3 −2 −1

−1

−2

−3

−4

1

2

3

x2 = − x1
1
2

1+
8x1

x2

x1

Figure 8.3 A game with one feedback Nash equilibrium: a ¼ 0, bi ¼ ri ¼ 1, q1 ¼ 1
4
, q2 ¼ 1

5
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geometric terms). Before discussing the general case, we first consider some ‘degenerate’

cases. Proposition 8.7 summarizes these cases. These results can easily be verified.

Proposition 8.7

Consider the equations (8.4.3)–(8.4.5). Assume that s1 ¼ 0.

1. If s2 6¼ 0, there exists a solution ðx1; x2Þ 2 R2 of equations (8.4.3)–(8.4.5) if and only

if a2 þ s2q2 > 0. If this condition holds the solution is unique and is equal to

ðq1=ð2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ s2q2

p
Þ; ðaþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ s2q2

p
Þ=s2Þ:

2. If s2 ¼ 0, there exists a solution if and only if a < 0. If this condition holds, the

solution is unique and is given by ð�q1=ð2aÞ;�q2=ð2aÞÞ. &

Given this result we assume from now on that si 6¼ 0, i ¼ 1; 2. Next, introduce yi :¼ sixi
and �i :¼ siqi; i ¼ 1; 2. Without loss of generality assume henceforth that �1 � �2. Then,

multiplication of equation (8.4.3) by s1 and equation (8.4.4) by s2 shows that equations

(8.4.3)–(8.4.5) have a solution ðx1; x2Þ if and only if the equations

y2i � 2y3yi þ �i ¼ 0; i ¼ 1; 2; ð8:4:6Þ
y3 :¼ �aþ y1 þ y2 > 0; ð8:4:7Þ

have a solution ðy1; y2Þ 2 R2. More precisely, there is a one-to-one correspondence

between both solution sets. The following result shows that the system of equations

(8.4.6) and (8.4.7) can equivalently be formulated as a set of four equations in one

unknown, again with a one-to-one correspondence between solution sets.

Lemma 8.8

The system of equations (8.4.6) and (8.4.7) has a solution if and only if there exist

t1; t2 2 f�1; 1g such that the equation

y3 þ t1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
y23 � �1

q
þ t2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
y23 � �2

q
¼ a ð8:4:8Þ

has a solution y3 > 0 satisfying y23 � �1. &

Next define for all x > 0, satisfying x2 � �1, the functions;

f1ðxÞ ¼ x�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � �1

p
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � �2

p
ð8:4:9Þ

f2ðxÞ ¼ xþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � �1

p
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � �2

p
ð8:4:10Þ

f3ðxÞ ¼ x�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � �1

p
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � �2

p
ð8:4:11Þ

f4ðxÞ ¼ xþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � �1

p
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � �2

p
: ð8:4:12Þ

Notice that each possible choice of a pair ðt1; t2Þ in the left-hand side of equation (8.4.8)

corresponds to an fi. So, finding all equilibria is equivalent to determining all intersection

points of the graphs fiðxÞ with the level a. Using elementary analysis one can determine
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the graphs of these functions. The number of different equilibria that can occur can then

be analyzed by plotting all four functions in one graph (see, for example, Figures 8.4 and

8.5). Lemma 8.9 summarizes some essential properties of the functions fi. It turns out that

we have to distinguish two cases: �1 > 0 and �1 < 0.

Lemma 8.9

Let �1 > �2. Then,

1. f1ðxÞ � f2ðxÞ � f3ðxÞ � f4ðxÞ:
2. If �1 > 0:

(a) fið ffiffiffiffiffi
�1

p Þ ¼ fiþ1ð ffiffiffiffiffi
�1

p Þ, i ¼ 1; 3;

x

fi
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Figure 8.4 The curves fi for �1 ¼ 9 and �2 ¼ 1
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Figure 8.5 The curves fi for �1 ¼ �1 and �2 ¼ �9
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(b) f1 is strictly decreasing and both f2 and f4 are strictly increasing;

(c) f3 has a unique minimum at x� >
ffiffiffiffiffi
�1

p
.

3. If �1 < 0:

(a) f2 and f3 are strictly increasing;

(b) f1 has exactly one global maximum at x� > 0 and limx!1 f1ðxÞ ¼ �1;

(c) f4 has exactly one global minimum at x� < 0 and limx!1 f1ðxÞ ¼ 1, so f4 is

strictly increasing for x > 0 as well;

(d) max f1ðxÞ < f2ð0Þ.

Proof

The proofs of most parts are rather elementary and are therefore skipped. The uniqueness

result in 3(b) and (c) is due to the concavity (convexity) of the functions. Claim 3(d) follows

from the fact that f1ðxÞ � f2ð0Þ ¼ ðx� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � �1

p Þ þ ð ffiffiffiffiffiffiffiffiffi��2
p � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 � �2

p Þ� ffiffiffiffiffiffiffiffiffi��1
p

< 0.

Furthermore, since f1 is concave and f
0
1ð0Þ > 0, it is clear that f1 has a unique maximum. &

Figures 8.4 and 8.5 show both situations which can occur. Completing the analysis by an

elementary elaboration of the cases �1 ¼ �2 > 0 and �1 ¼ �2 < 0, we arrive at the

following result.

Theorem 8.10

Consider the differential game (8.4.1) and (8.4.2), with �i ¼ b2i qi
ri
; i ¼ 1; 2. Assume,

without loss of generality, that �1 � �2. Moreover, let fiðxÞ; i ¼ 1; . . . ; 4, be defined as in
equations (8.4.9)–(8.4.12).

1(a) If �1 > 0 and �1 > �2, the game has

� one equilibrium if �1 < a < min f3ðxÞ,
� two equilibria if a ¼ min f3ðxÞ,
� three equilibria if a > min f3ðxÞ.

1(b) If �1 ¼ �2 > 0 the game has

� one equilibrium if a � ffiffiffiffiffi
�1

p
,

� three equilibria if a >
ffiffiffiffiffi
�1

p
.

2(a) If �1 < 0 and �1 > �2, the game has

� no equilibrium if max f1ðxÞ < a � ffiffiffiffiffiffiffiffiffi��1
p � ffiffiffiffiffiffiffiffiffi��2

p
,

� one equilibrium if either

(i) a ¼ max f1ðxÞ,
(ii) a � � ffiffiffiffiffiffiffiffiffi��1

p � ffiffiffiffiffiffiffiffiffi��2
p

, or

(iii)
ffiffiffiffiffiffiffiffiffi��1

p � ffiffiffiffiffiffiffiffiffi��2
p

< a � ffiffiffiffiffiffiffiffiffi��1
p þ ffiffiffiffiffiffiffiffiffi��2

p
,

� two equilibria if either

(i) � ffiffiffiffiffiffiffiffiffi��1
p � ffiffiffiffiffiffiffiffiffi��2

p
< a < max f1ðxÞ, or

(ii) � ffiffiffiffiffiffiffiffiffi��1
p þ ffiffiffiffiffiffiffiffiffi��2

p
< a � ffiffiffiffiffiffiffiffiffi��1

p þ ffiffiffiffiffiffiffiffiffi��2
p

,

� three equilibria if a >
ffiffiffiffiffiffiffiffiffi��1

p þ ffiffiffiffiffiffiffiffiffi��2
p

.
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2(b) If �1 ¼ �2 < 0 the game has

� no equilibrium if � ffiffiffiffiffiffiffiffiffiffiffi�3�1

p
< a � 0,

� one equilibrium if a � � ffiffiffiffiffiffiffiffiffiffiffi�3�1

p
,

� two equilibria if 0 < a � 2
ffiffiffiffiffiffiffiffiffi��1

p
,

� three equilibria if a > 2
ffiffiffiffiffiffiffiffiffi��1

p
. &

Example 8.10

1. Take a ¼ 3, bi ¼ ri ¼ 1; i ¼ 1; 2, q1 ¼ 9 and q2 ¼ 1. Then, �1 ¼ 9 > 1 ¼ �2.

Furthermore,

f3ðxÞ � 3 ¼ x� 3�
ffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � 9

p
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � 1

p
> 0; if x � 3:

So, min
x�3

f3ðxÞ > 3, and therefore

�1 < a < min f3ðxÞ:

According to Theorem 8.10, part 1(a), the game has one feedback Nash equilibrium.

In Figure 8.4 one can also see this graphically.

2. Consider a ¼ 3, bi ¼ ri ¼ 1; i ¼ 1; 2, q1 ¼ �1 and q2 ¼ �9. Then, �1 ¼ �1 > �9 ¼
�2. Furthermore,

� ffiffiffiffiffiffiffiffiffi��1

p þ ffiffiffiffiffiffiffiffiffi��2

p ¼ 2 < 3 � 4 ¼ ffiffiffiffiffiffiffiffiffi��1

p þ ffiffiffiffiffiffiffiffiffi��2

p
:

So by Theorem 8.10, part 2(a), the game has two feedback Nash equilibria. By

considering Figure 8.5 one can also see this graphically. &

Note

Theorem 8.10 shows that only if both qi and a are negative might the game have no

equilibrium. For all other parameter values, the number of equilibria is always at least one

and at most three. In the same way as in the proof of Lemma 8.9 one can show that, if

�1 < 0, the maximum of f1ðxÞ is smaller than � ffiffiffiffiffiffiffiffiffi��2
p

. So, we conclude from part 2 of

Theorem 8.10 that the interval of parameters a for which there is no equilibrium grows if

�1 becomes more negative. &

The next example is included to give the reader some intuition for the fact that sometimes

there are games for which no feedback equilibrium exists.

Example 8.11

Consider the following model for the planning of marketing expenditures.

min
ui

ð1
0

f�qix
2ðtÞ þ riu

2
i ðtÞgdt; ð8:4:13Þ
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subject to the dynamic constraint

_xxðtÞ ¼ �axðtÞ þ u1ðtÞ þ u2ðtÞ; xð0Þ ¼ x0: ð8:4:14Þ
Here all parameters are positive. The variables and parameters are: x is the brand equity,

ui are the marketing efforts by company i, a is the forgetting factor by the consumers of

the product. So, equation (8.4.14) models the evolution of the brand equity over time. It is

assumed that consumers forget about the product if the companies do not actively

merchandise. Equation (8.4.13) models the suppositions that the revenues of company i

increase quadratically with the brand reputation of the product, whereas the cost of

marketing increase quadratically with ui. The fact that we are looking for strategies which

ultimately have the effect that the brand equity will converge to zero is motified by the

consideration that due to innovations the product will not sell anymore as time passes. So

it does not make sense to keep a good reputation for the brand forever.

Next we will try to provide some intuition for the fact that there is in general a small

bounded interval of a-parameters for which there exists no equilibrium. To that end

assume that qi is much larger than ri and a is close to zero. That is, the companies benefit

a lot from a good reputation of the brand, whereas the consumers have a good memory

w.r.t. the brand. Now consider for a fixed strategy �ff2xðtÞ the corresponding cost, J1, for

player one. Simple calculations show that

J1ð f1; �f2f2Þ ¼ � �q1 þ f 21 r1

2ð�aþ f1 þ �ff2Þ
: ð8:4:15Þ

Since company two has to take into account the stabilization constraint and it seems

plausible that both companies will try to improve the brand equity with their marketing

efforts, assume that �aþ �ff2 ¼: 	 is negative. Because a is close to zero and f2 is positive 	
will be a negative number also close to zero. Then company one can obtain arbitrarily

large gains by taking f1 close to �	 (in fact f1 should be a little bit smaller than �	 in
order to meet the stability requirement). The gains for company one are positive, since

with f1 small and q1 (relative to r1) large �q1 þ f 21 r1 will be negative. However, similarly

it follows that once company one has chosen some strategy company two can obtain a

much better profit by choosing a slightly different action. So, in this way we see that

actually a set of equilibrium actions will never occur that will stabilize the system.

Notice that if the forgetting factor, a, becomes larger the feedback parameters, fi, can

be chosen larger. As a consequence the numerator in equation (8.4.15) becomes positive.

Consequently arbitrarily large gains are not possible anymore and equilibria will occur.

So, in conclusion, in this model the situation where consumers have a large brand

loyalty seems, from a marketing point of view for the companies, to raise a problem since

they know that in the long-term there will be no market for the product anymore. Notice

that this phenomenon disappears if the companies discount their future profits (with a

‘large enough’ factor) in this model. &

8.5 Computational aspects

Section 8.3 showed that in order to find the stationary linear feedback Nash equilibria of

the linear quadratic differential game (8.3.1) and (8.3.2), one has to find all stabilizing

solutions of the set of coupled algebraic Riccati equations (ARE) (8.3.3) and (8.3.4).
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Moreover, the examples illustrated that the number of equilibria may vary between zero

and infinity.

For the multivariable case a number of algorithms have been proposed for calculating a

solution of the involved algebraic Riccati equations (8.3.3) and (8.3.4) (for example,

Krikelis and Rekasius (1971), Tabak (1975), Papavassilopoulos, Medanic and Cruz

(1979) and Li and Gajic (1994)). What all these algorithms have in common is that

whenever they converge they only provide one solution of the ARE. Obviously,

particularly when there is no additional information that a certain type of equilibrium

point is preferred, or the number of equilibria is unknown, one would like to have an

overview of all possible equilibria.

Papavassilopoulos and Olsder (1984) considered a geometric approach for calculating the

feedback Nash ARE similar to the approach used in Chapter 7 to calculate the solutions for

the algebraic Riccati equations associated with the open-loop Nash equilibria. Their

approach requires the finding of subspaces which simultaneously satisfy some invariance

properties. However, up to now, it is not known how these subspaces can be found.

Two other interesting methods that have been proposed in the past for finding all

isolated solutions to a system of polynomial constraints over real numbers are interval

methods (for example, Van Hentenryck, McAllester and Kapur (1997)) and continuation

methods (for example, Morgan (1987) and Verschelde, Verlinden and Cools (1994)).

Continuation methods have been shown to be effective for problems for which the total

degree of the constraints is not too high, since the number of paths explored depends on

the estimation of the number of solutions. Interval methods are generally robust but used

to be slow. The recent approach taken in Van Hentenryck, McAllester and Kapur (1997),

however, seems to overcome this bottleneck and be rather efficient. One important point

that has to be managed in using the interval method is, however, the choice of the initial

interval that contains all equilibria. Moreover, it is unclear how this method will perform

if there are an infinite number of feedback Nash solutions. Numerical experience using

the above methods to find feedback Nash equilibria is, unfortunately, still lacking at this

moment.

In this section we will present an eigenvalue-based algorithm which gives us all

equilibrium points if we are dealing with the scalar case. If there are only a few players,

this algorithm is very efficient and can easily be implemented using, for example,

MATLAB. Compared with the interval method, a possible disadvantage of this eigenva-

lue approach is that the matrix from which we have to determine the eigenvalues grows

exponentially with the number, N, of players considered. However, since this matrix is

rather sparse, computational efficiency might be considerably increased if N becomes

large.

Obviously, the above mentioned numerical problems are highly relevant if one wants

to calculate the equilibria for a game. However, since we believe that these topics are

somewhat outside the scope of this book, we will not elaborate on these issues further.

We stick to just presenting the basic algorithm for the scalar case together with a formal

proof of it.

8.5.1 Preliminaries

The introduction and understanding of the eigenvalue algorithm requires first some

technicalities to be set out. This will be the subject of this subsection.
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For simplicity reasons, as in section 8.4 (see equations (8.4.1) and (8.4.2)), the starting

point will be to consider the scalar game where players have no direct interest in each

other’s control actions and that bi 6¼ 0. From the general N-player result (see the notes at

the end of this chapter) it follows that this N-player game has an equilibrium if and only

if, with si :¼ b2i
ri
, the following equations have a solution xi ¼ ki; i ¼ 1; . . . ;N:

a�
XN
j¼1

xjsj

 !
xi þ xi a�

XN
j¼1

sjxj

 !
þ qi þ xisixi ¼ 0; i ¼ 1; . . . ;N; ð8:5:1Þ

a�
XN
j¼1

sjxj < 0: ð8:5:2Þ

Notice that this result is in line with the two-player result as outlined in equations (8.4.3)–

(8.4.4).

Next, for notational convenience, introduce the variables:

�i :¼ siqi; �max ¼ max
i

�i; yi :¼ sixi; i ¼ 1; . . . ;N; and yNþ1 :¼ �acl :¼ �
�
a�

XN
j¼1

yj

�

and assume, without loss of generality, that �1 � � � � � �N . Multiplying equation (8.5.1)

by si, these equations can then be rewritten as

y2i � 2yNþ1yi þ �i ¼ 0; i ¼ 1; . . . ;N: ð8:5:3Þ

In other words, the equilibria of the game are obtained by determining all real solutions

yi; i ¼ 1; . . . ;N, with yNþ1 > 0, of the above N quadratic equations and the equation

yNþ1 ¼ �aþ
XN
j¼1

yj: ð8:5:4Þ

In section 8.5.2 a numerical algorithm will be provided to find all the solutions of these

equations. In this subsection some preliminary analytic properties are derived.

First we consider the generalization of Lemma 8.8 to the N-player case. Obviously, the

solutions of equation (8.5.3) are

yi ¼ yNþ1 þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
y2Nþ1 � �i

q
and yi ¼ yNþ1 �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
y2Nþ1 � �i

q
; i ¼ 1; . . . ;N:

Substitution of this into equation (8.5.4) shows the following lemma.

Lemma 8.11

1. The set of equations (8.5.3) and (8.5.4) has a solution if and only if there exist

ti 2 f�1; 1g; i ¼ 1; . . . ;N, such that the equation

ðN � 1ÞyNþ1 þ t1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
y2Nþ1 � �1

q
þ � � � þ tN

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
y2Nþ1 � �N

q
¼ a ð8:5:5Þ
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has a solution yNþ1. In fact all solutions of equations (8.5.3) and (8.5.4) are obtained

by considering all possible sequences ðt1; . . . ; tNÞ in equation (8.5.5).

2. The game has a feedback Nash equilibrium if and only if there exist ti 2 f�1; 1g; i ¼
1; . . . ;N, such that equation (8.5.5) has a solution yNþ1 > 0 with y2Nþ1 � �1. &

For the two-player case in section 8.4 the functions fiðxÞ were introduced in (8.4.9)–

(8.4.12) to study the solution set of equations (8.4.6) and (8.4.7) in detail. Analogously

the functions f Ni are next defined to study the solution set of equations (8.5.3) and (8.5.4)

in some more detail.

f nþ1
i ðxÞ :¼ f ni ðxÞ þ x�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � �nþ1

p
; i ¼ 1; . . . ; 2n; ð8:5:6Þ

f nþ1
iþ2nðxÞ :¼ f ni ðxÞ þ xþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � �nþ1

p
; i ¼ 1; . . . ; 2n; ð8:5:7Þ

with

f 11 ðxÞ :¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � �1

p
and f 12 ðxÞ :¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � �1

p
: ð8:5:8Þ

Each function f Ni ; i ¼ 1; . . . ; 2N � 1, corresponds to a function obtained from the left-

hand side of equation (8.5.5) by making a specific choice of tj; j ¼ 1; . . . ;N, and

substituting x for yNþ1. From Lemma 8.11 it is obvious then that equations (8.5.3) and

(8.5.4) have a solution if and only if f Ni ðxÞ ¼ a has a solution for some i 2 f1; . . . ; 2Ng.
Or, stated differently, equations (8.5.3) and (8.5.4) have a solution if and only if the

following function has a root

Y2N
i¼1

ðf Ni ðxÞ � aÞ ¼ 0: ð8:5:9Þ

Introducing

f ðxÞ :¼
Y2N
i¼1

ð f Ni ðxÞ � aÞ;

we obtain the following theorem.

Theorem 8.12

yi is a solution of equations (8.5.3) and (8.5.4) if and only if yNþ1 is a zero of f ðxÞ and
there exist ti 2 f�1; 1g, such that yi ¼ yNþ1 þ ti

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
y2Nþ1 � �i

q
. Moreover, f ðxÞ is a

polynomial of degree 2N . &

The first part of the theorem follows directly from the above reasoning. The proof that

f ðxÞ is a polynomial can be found in the Appendix at the end of this chapter.

Theorem 8.14, below, presents some properties concerning the number of feedback Nash

equilibria, e, of the game. In particular it relates this number of equilibria to the sum of

the algebraic multiplicities, m, of all roots �xx > 0 of equation (8.5.9) that additionally have

the property that �xx2 � �1. The proof of this theorem uses the following preliminary result.
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Lemma 8.13

Assume f ð ffiffiffiffiffiffiffiffij�1j
p Þ 6¼ 0. Then, for each feedback Nash equilibrium yielding �xx :¼ �acl

there is exactly one function f Ni ðxÞ � a that has a zero at �xx.

Proof

Assume that yi; i ¼ 1; . . . ;N, is a feedback Nash equilibrium. Then, there is an �xx such

that f Ni ð�xxÞ ¼ a: Or, stated differently, there is a sequence ti 2 f�1; 1g; i ¼ 1; . . . ;N, such
that f Ni ð�xxÞ ¼ a, having the additional property that yi ¼ �xxþ ti

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�xx2 � �i

p
; i ¼ 1; . . . ;N.

Now, also assume that f Nj ð�xxÞ ¼ a for some j 6¼ i. This implies the existence of a sequence

si 2 f�1; 1g; i ¼ 1; . . . ;N, such that f Nj ð�xxÞ ¼ a, having the additional property that

yi ¼ �xxþ si
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�xx2 � �i

p
; i ¼ 1; . . . ;N. So, yi ¼ �xxþ si

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�xx2 � �i

p ¼ �xxþ ti
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�xx2 � �i

p
. Since by

assumption �xx2 � �i > �1 � �i � 0, it follows necessarily that si ¼ ti. &

Theorem 8.14

Let e denote the number of feedback Nash equilibria of the game and m denote the sum of

the algebraic multiplicities of all roots �xx > 0 of equation (8.5.9) that additionally have the

property that �xx2 � �1. Then:

1. e � m;

2. assume f ð ffiffiffiffiffiffiffiffij�1j
p Þ 6¼ 0, then e ¼ m if and only if

dfNi
dx

ð�xxÞ 6¼ 0, whenever f Ni ð�xxÞ ¼ 0. &

Notice that the leading coefficient (i.e. the coefficient of x2N) in f ðxÞ is negative.

Moreover, if �1 � 0 it follows straightforwardly from the definition of f ðxÞ that

f ð ffiffiffiffiffi
�1

p Þ > 0: Similarly it follows that if �1 < 0, f ð� ffiffiffiffiffiffiffiffiffi��1
p Þ > 0. Theorem 8.14 then

immediately provides the next conclusion.

Corollary 8.15

The N-player scalar game has at most 2N � 1 feedback Nash equilibria. &

8.5.2 A scalar numerical algorithm: the two-player case

In this subsection a numerical algorithm is developed to calculate all feedback Nash

equilibria of the two-player scalar game (8.4.1) and (8.4.2). Section 8.5.3 generalizes this

result for the corresponding N-player game.

Let p1; p2 be a (possibly complex) solution of equations (8.5.3) and (8.5.4). Denote the

negative of the resulting closed-loop system parameter by

� :¼ �aþ p1 þ p2: ð8:5:10Þ
Then, by equations (8.5.3) and (8.5.4), p1 and p2 satisfy

p21 � 2�p1 þ �1 ¼ 0; ð8:5:11Þ
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and

p22 � 2�p2 þ �2 ¼ 0: ð8:5:12Þ
From the definition of � and equation (8.5.11), respectively, then it follows that

p1� ¼ �p1aþ p21 þ p1p2

¼ �p1aþ 2�p1 � �1 þ p1p2:

Some elementary rewriting then shows that

p1� ¼ �1 þ ap1 � p1p2: ð8:5:13Þ

In a similar way, using the definition of � and equation (8.5.12), respectively, one obtains

p2� ¼ �2 þ ap2 � p1p2: ð8:5:14Þ

Finally, using the definition of � and both equations (8.5.11) and (8.5.12), respectively,

we have

p1p2� ¼ �p1p2aþ p21p2 þ p1p
2
2

¼ �p1p2aþ 4�p1p2 � �1p2 � �2p1:

Which gives

p1p2� ¼ 1=3ð�2p1 þ �1p2 þ ap1p2Þ: ð8:5:15Þ

So, denoting

~MM :¼
�a 1 1 0

�1 a 0 �1

�2 0 a �1

0 1=3�2 1=3�1 1=3a

2
664

3
775 ð8:5:16Þ

we conclude from equations (8.5.10), (8.5.13), (8.5.14) and (8.5.15) that every solution

p1; p2 of equations (8.5.3) and (8.5.4) satisfies the equation

~MM

1

p1
p2
p1p2

2
664

3
775 ¼ �

1

p1
p2
p1p2

2
664

3
775: ð8:5:17Þ

This observation leads to the following theorem.

Theorem 8.16

1. Assume that ðk1; k2Þ is a feedback Nash equilibrium strategy. Then the negative

of the corresponding closed-loop system parameter � :¼ �aþP2
i¼1 siki > 0 is an
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eigenvalue of the matrix

M :¼
�a s1 s2 0

q1 a 0 �s2
q2 0 a �s1
0 1

3
q2

1
3
q1

1
3
a

2
664

3
775: ð8:5:18Þ

Furthermore, ½1; k1; k2; k1k2�T is a corresponding eigenvector and �2 � �max.

2. Assume that ½1; k1; k2; k3�T is an eigenvector corresponding to a positive eigenvalue �

of M, satisfying �2 � �max, and that the eigenspace corresponding to � has dimension

one. Then, ðk1; k2Þ is a feedback Nash equilibrium.

Proof

1. The correctness of this statement follows directly from Lemma 8.11 part 2, the above

arguments and by substituting the parameters �i ¼ siqi and pi ¼ siki, i ¼ 1; 2, into
equation (8.5.17).

2. Notice that, without loss of generality, we may consider matrix ~MM instead of M.

Let pðxÞ be the characteristic polynomial of ~MM. Obviously, pðxÞ has degree four. Let

p1; p2 be an arbitrary (possibly complex) solution to equations (8.5.3) and (8.5.4).

From equation (8.5.17) it then follows that � :¼ �aþ p1 þ p2 is an eigenvalue of ~MM
or, stated differently, � is a root of pðxÞ.
On the other hand it follows from the previous section that � is a root of

f ðxÞ ¼ ðf1ðxÞ � aÞðf2ðxÞ � aÞðf3ðxÞ � aÞðf4ðxÞ � aÞ;

where fi :¼ f 2i are defined by equations (8.4.9)–(8.4.12). Since all roots of f ðxÞ yield
solutions of equations (8.5.3) and (8.5.4) and the degree of f ðxÞ is also four (see

Theorem 8.12), it follows that f ðxÞ ¼ �pðxÞ for some scalar �.
Now, assume � � �max is an eigenvalue of ~MM and v1 :¼ ½1; k1; k2; k3�T a correspond-

ing eigenvector. Then, since f ðxÞ ¼ �pðxÞ, � must also be a root of f ðxÞ. So, according
to Lemma 8.11 the game has an equilibrium. Consequently, by part 1 of this theorem,
~MM has a real eigenvector corresponding with � of the form v2 :¼ ½1; p1; p2; p1p2�T .
Since the dimension of the eigenspace corresponding to � is one-dimensional it

follows that v1 ¼ v2, which concludes the proof. &

From Lemma 8.11 part 1, Theorem 8.14 part 1 and Theorem 8.16 the following numerical

algorithm then results.

Algorithm 8.1

This algorithm calculates all feedback Nash equilibria of the linear quadratic differential

game (8.4.1) and (8.4.2).
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Step 1 Calculate matrix M in equation (8.5.18) and � :¼ maxi
b2i qi
ri
.

Step 2 Calculate the eigenstructure (�i;mi), i ¼ 1; . . . ; k, of M, where �i are the

eigenvalues and mi the corresponding algebraic multiplicities.

Step 3 For i ¼ 1; . . . ; k repeat the following steps.

3.1. If (i) �i 2 R, (ii) �i > 0 and (iii) �2
i � � then proceed with Step 3.2 of the

algorithm. Otherwise, return to Step 3.

3.2. If mi ¼ 1 then carry out the following.

3.2.1. Calculate an eigenvector v corresponding with �i of M. Denote the

entries of v by ½v0; v1; v2; . . .�T. Calculate kj :¼ vj
v0

and fj :¼ � bjkj
rj
.

Then, ðf1; . . . ; fNÞ is a feedback Nash equilibrium and Jj ¼ kjx
2
0,

j ¼ 1; . . . ;N. Return to Step 3.

If mi > 1 then carry out the following.

3.2.2. Calculate �i :¼ b2i qi
ri
.

3.2.3. For all 2N sequences ðt1; . . . ; tNÞ, tk 2 f�1; 1g,
(i) calculate

yj :¼ �i þ tj

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2
i � �j

q
; j ¼ 1; . . . ;N;

(ii) if �i ¼ �aþPj¼1;...;N yj then calculate kj :¼ yjrj
b2
j

and fj :¼ � bjkj
rj
;

then ðf1; . . . ; fNÞ is a feedback Nash equilibrium and Jj ¼ kjx
2
0,

j ¼ 1; . . . ;N.

Step 4 End of the algoritm. &

Example 8.12

Reconsider Example 7.9 where, for A ¼ 3, Bi ¼ Qi ¼ 2 and Ri ¼ 1; i ¼ 1; 2, we

calculated the open-loop Nash equilibrium for an infinite planning horizon. To calculate

the feedback Nash equilibria for this game, according to Algorithm 8.1, we first have to

determine the eigenstructure of matrix

M :¼
�3 4 4 0

2 3 0 �4

2 0 3 �4

0 2
3

2
3

1

2
664

3
775:

Using MATLAB, we find the eigenvalues f�4:8297; 2:8297; 3; 3g. Since both the square

of 2:8297 and 3 are larger than � :¼ 8, we have to process Step 3 of the algorithm for

both these eigenvalues.

First, consider the eigenvalue 2:8297. A corresponding eigenvector is

½v0; v1; v2; v3� :¼ ½�0:6532; �0:4760; �0:4760; �0:3468�:
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So,

k1 :¼ v1

v0
¼ 0:7287 and k2 :¼ v2

v0
¼ k1:

This gives the symmetric feedback Nash equilibrium actions

ui ¼ � biki

ri
xðtÞ ¼ �1:4574xðtÞ:

The corresponding closed-loop system and cost are

_xxðtÞ ¼ �2:8297xðtÞ; xð0Þ ¼ x0; and Ji ¼ 0:7287x20; i ¼ 1; 2;

respectively.

Next consider the eigenvalue 3. This eigenvalue has an algebraic multiplicity 2. So we

have to proceed with Step 3.2.3 of the algorithm to calculate the equilibria associated

with this eigenvalue.

For the sequence ðt1; t2Þ :¼ ð1;�1Þ we obtain in Step 3.2.3(i) y1 ¼ 4 and y2 ¼ 2,

respectively. These numbers satisfy the equality under Step 3.2.3(ii). Therefore, with

k1 :¼ y1r1

b21
¼ 1 and k2 :¼ y2r2

b22
¼ 1

2
;

the corresponding equilibrium actions are

u1 ¼ � b1k1

r1
xðtÞ ¼ �2xðtÞ and u2 ¼ � b2k2

r2
xðtÞ ¼ �xðtÞ:

The resulting closed-loop system and cost in this case are

_xxðtÞ ¼ �3xðtÞ; xð0Þ ¼ x0; J1 ¼ x20 and J2 ¼ 1

2
x20:

In a similar way we obtain for the sequence ð�1; 1Þ the ‘reversed’ solution

k1 ¼ 1

2
; k2 ¼ 1; f1 ¼ �1; and f2 ¼ �2:

respectively, which gives rise to the closed-loop and cost

_xxðtÞ ¼ �3xðtÞ; xð0Þ ¼ x0; J1 ¼ 1

2
x20 and J2 ¼ x20:

Finally, it is easily verified that the numbers yj implied by both the sequences ð1; 1Þ and
ð�1;�1Þ do not satisfy the equality mentioned under Step 3.2.3(ii). So the game has three

feedback Nash equilibria.

Comparing the symmetric equilibrium with the open-loop equilibrium that permits a

feedback synthesis we see that both players incur a higher cost since the pursued actions

are more moderate. In the non-symmetric feedback equilibria one player is better off and
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the other player worse off (in terms of cost) than in the open-loop equilibrium that

permits a feedback synthesis. By an inspection of the cost functions of all other open-loop

Nash equilibria (see Example 7.17) it is seen that for every initial state x0 there always

exists an open-loop Nash equilibrium in which the costs for one player are lower and for

the other player are higher than in any of the feedback equilibria. However, for all

feedback equilibria the convergence rate of the closed-loop system is larger in the open-

loop case than in the feedback case. &

Notes

1. Generically the multiplicity of eigenvalues of a matrix is one. Of course, our matrix M

has some additional structure so we cannot directly use this result here. However,

simulation results suggest that the imposed structure of matrix M does not have an

impact on this generic result. So usually the algoritm skips parts 3.2.2 and 3.2.3.

Obviously, it would be nice if one could always derive all equilibria from the

eigenstructure of matrix M. In principle, one has to search the eigenspace correspond-

ing to the appropriate eigenvalue for points that satisfy (if N ¼ 2) an additional

quadratic equation. From a numerical point of view it seems that by proceeding in this

direction will not lead (at least for small N) to a faster procedure than the

straightforward approach of screening all potential candidate solutions we take

here. However, for large dimensions, this might be an issue for further investigation.

2. All real eigenvalues which are smaller than �max either correspond to partial complex

solutions of (ARE) or to solutions which yield an anti-stable closed-loop system.

3. Notice that two different equilibria which give the same closed-loop system ��
correspond to two independent eigenvectors of M. Therefore, one might expect that in

general the number of equilibria giving a closed-loop system �� equals at most the

geometric multiplicity of � (see also Example 8.13 below). However, to prove this

statement does not seem to be straightforward.

4. In Papavassilopoulos and Olsder (1984) it was shown that solving the set of (ARE)

equations is equivalent to finding a 3� 1 matrix H satisfying

AN
S H ¼ L1Hx1 þ L2Hy1 þ L3Hz1;

for some scalars x1; y1 and z1, where

AN
S ¼

a �s1 �s2
0 0 �s1
0 �s2 0

�q1 �a 0

�q2 0 �a

2
66664

3
77775; L1 ¼

1 0 0

0 0 0

0 0 0

0 1 0

0 0 1

2
66664

3
77775; L2 ¼

0 0 0

1 0 0

0 0 0

0 0 0

0 1 0

2
66664

3
77775; and L3 ¼

0 0 0

0 0 0

1 0 0

0 0 1

0 0 0

2
66664

3
77775:

As already noted in the introduction to this section it is not clear how one can solve

this set of equations. Given an appropriate eigenvalue � and corresponding eigen-

vector of matrix M, v ¼ ½v1 v2 v3 v4�T , it is however clear that with H ¼ ½v1 v2 v3�T ,
x1 ¼ ��, y1 ¼ � s1v3

v1
and z1 ¼ � s2v2

v1
the above equation is satisfied. &
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The first part of Example 8.13 illustrates that in general in Theorem 8.14 a strict

inequality holds. Furthermore, it also illustrates the somewhat extraordinary role �1 plays

in the analysis. The second part of Example 8.13 shows that in the two-player case three

equilibria may occur. The third part shows that situations also exist where no equilibrium

exists.

Example 8.13

1. Consider b1 ¼ b2 ¼ 1, r1 ¼ r2 ¼ 1, q1 ¼ q2 ¼ 4 and a ¼ 2. Then the characteristic

polynomial ofM is ð�þ 10
3
Þð�� 2Þ3. The geometric multiplicity of the eigenvalue 2 is

2. From the algorithm we find that there is only one equilibrium: ðf1; f2Þ ¼ ð�2;�2Þ.
2. Consider b1 ¼ b2 ¼ r1 ¼ r2 ¼ q1 ¼ 1, q2 ¼ 2 and a ¼ 4. Then, M has three different

positive eigenvalues which each correspond with an equilibrium.

3. Consider b1 ¼ b2 ¼ r1 ¼ r2 ¼ 1, q1 ¼ �1, q2 ¼ �9 and a ¼ �3. Then, M has two

negative and two complex eigenvalues. So, an equilibrium does not exist. &

8.5.3 The N-player scalar case

This section considers the extension of Algorithm 8.1 for the general N-player case. It

will be shown that the numerical procedure to determine all feedback Nash equilibria for

the N-player scalar game coincides with Algorithm 8.1. All that has to be adapted is the

calculation of matrix M.

So, let pi, i ¼ 1; . . . ;N, be a solution of equations (8.5.3) and (8.5.4). Denoting again

the negative of the resulting closed-loop system parameter by

� :¼ �aþ
X
i

pi; ð8:5:19Þ

it is obvious from equations (8.5.3) and (8.5.4) that pi satisfy

p2i � 2�pi þ �i ¼ 0; i ¼ 1; . . . ;N: ð8:5:20Þ

Next we derive for each index set �, with elements from the set f1; . . . ;Ng, a linear

equation (linear in terms of products of pi variables ð�piÞ). This gives us in addition to

equation (8.5.19) another 2N � 1 linear equations, which determine our matrix M.

For didactical reasons we will first outline the situation if � contains only one number.

For this particular case we have, using the definition of � and equation (8.5.20),

respectively

pj� ¼ pjð�aþ
XN
i¼1

piÞ ¼ �apj þ p2j þ pj
X
i 6¼j

pi

¼ �apj þ 2�pj � �j þ pj
X
i 6¼j

pi:
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Some elementary rewriting of this equation then gives that

pj� ¼ �j þ apj � pj
X
i 6¼j

pi; j ¼ 1; . . . ;N: ð8:5:21Þ

Next consider the general case
Q

j2� pj�. For notational convenience we use the notation
��i to denote the set of all numbers that are in � except number i. Then,

Y
j2�

pj� ¼
Y
j2�

pjð�aþ
XN
i¼1

piÞ

¼ �a
Y
j2�

pj þ
Y
j2�

pj
X
i2�

pi þ
Y
j2�

pj
X
i62�

pi

¼ �a
Y
j2�

pj þ
X
i2�

Y
j2�

pjpi þ
X
i62�

Y
j2�

pjpi

¼ �a
Y
j2�

pj þ
X
i2�

p2i

Y
j2��i

pj þ
X
i 62�

Y
j2�

pjpi

¼ �a
Y
j2�

pj þ
X
i2�

ð2�pi � �iÞ
Y
j2��i

pj þ
X
i62�

Y
j2�

pjpi

¼ �a
Y
j2�

pj þ 2�
X
i2�

Y
j2�

pj �
X
i2�

�i

Y
j2��i

pj þ
X
i62�

Y
j2�

pjpi:

Denoting the number of elements in � by n�, we conclude that

Y
j2�

pj� ¼ 1

2n� � 1
a
Y
j2�

pj þ
X
i2�

�i

Y
j2��i

pj �
X
i 62�

Y
j2�

pjpi

( )
: ð8:5:22Þ

Equations (8.5.19) and (8.5.22) determine the matrix ~MM. That is, introducing

p :¼ 1; p1; . . . ; pN ; p1p2; . . . ; pN�1pN ; . . . ;
YN
i¼1

pi

" #T

we have that ~MMp ¼ �p. Since pi ¼ siki and �i ¼ siqi, matrix M is then easily obtained from
~MM by rewriting p as p ¼ Dk, where k :¼ ½1; k1; . . . ; kN ; k1k2; . . . ; kN�1kN ; . . . ;�

N
i¼1ki�T andD

is a diagonal matrix defined by D :¼ diagf1; s1; . . . ; sN ; s1s2; . . . ; sN�1sN ; . . . ; �N
i¼1sig.

Obviously, M ¼ D�1 ~MMD. Example 8.14, below, works out the case for N ¼ 3.

Example 8.14

Consider the three-player case. With p :¼ ½1; p1; p2; p3; p1p2; p1p3; p2p3; p1p2p3�T ,

D ¼ diagf1; s1; s2; s3; s1s2; s1s3; s2s3; s1s2s3g
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and

~MM ¼

�a 1 1 1 0 0 0 0

�1 a 0 0 �1 �1 0 0

�2 0 a 0 �1 0 �1 0

�3 0 0 a 0 �1 �1 0

0 1
3
�2

1
3
�1 0 1

3
a 0 0 � 1

3

0 1
3
�3 0 1

3
�1 0 1

3
a 0 � 1

3

0 0 1
3
�3

1
3
�2 0 0 1

3
a � 1

3

0 0 0 0 1
5
�3

1
5
�2

1
5
�1

1
5
a

2
6666666666664

3
7777777777775
:

This gives

M ¼

�a s1 s2 s3 0 0 0 0

q1 a 0 0 �s2 �s3 0 0

q2 0 a 0 �s1 0 �s3 0

q3 0 0 a 0 �s1 �s2 0

0 1
3
q2

1
3
q1 0 1

3
a 0 0 � 1

3
s3

0 1
3
q3 0 1

3
q1 0 1

3
a 0 � 1

3
s2

0 0 1
3
q3

1
3
q2 0 0 1

3
a � 1

3
s1

0 0 0 0 1
5
q3

1
5
q2

1
5
q1

1
5
a

2
6666666666664

3
7777777777775
:

Using this matrix M in Algorithm 8.1 one can determine all feedback Nash equilibria of

the scalar three-player linear quadratic differential game. &

Example 8.15

Consider macroeconomic policy design in an EMU consisting of two blocks of countries

that share a common central bank. Assume that the competitiveness, sðtÞ, (measured by

the differences in prices in both countries) satisfies the differential equation

_ssðtÞ ¼ asðtÞ � b1f1ðtÞ þ b2f2ðtÞ þ bEiEðtÞ; sð0Þ ¼ s0:

Here s0 measures the initial disequilibrium in intra-EMU competitiveness, fiðtÞ is the

national fiscal deficit of country i; i ¼ 1; 2, and iEðtÞ is the common interest rate set by

the central bank.

The aim of the fiscal authorities is to use their fiscal policy instrument such that the

following loss function is minimized

Ji :¼
ð1
0

fqis2ðtÞ þ r if 2i ðtÞgdt; i ¼ 1; 2;

whereas the central bank is confronted with the minimization of

JE :¼
ð1
0

fqEs2ðtÞ þ rEi
2
EðtÞgdt;
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where for the sake of simplicity it is assumed that the long-term equilibrium level of the

interest rate is zero.

Let q1 ¼ 2, r1 ¼ 1, q2 ¼ 2, r2 ¼ 2, qE ¼ 1 and rE ¼ 3. These numbers reflect the fact

that country 1 has a preference for stabilizing the price differential, country 2 is

indifferent between fiscal stabilization and price differential stabilization, and the central

bank is primarily interested in targeting the interest rate at its equilibrium value. Assume

a ¼ �1, b1 ¼ b2 ¼ 1 and bE ¼ 1
2
. Then, s1 :¼ 1, s2 :¼ 1

2
and s3 :¼ 1

12
. Using these numbers

M ¼

1 1 1
2

1
12

0 0 0 0

2 �1 0 0 �1
2

�1
12

0 0

2 0 �1 0 �1 0 �1
12

0

1 0 0 �1 0 �1 �1
2

0

0 2
3

2
3

0 �1
3

0 0 �1
36

0 1
3

0 2
3

0 �1
3

0 �1
6

0 0 1
3

2
3

0 0 �1
3

�1
3

0 0 0 0 1
5

2
5

2
5

�1
5

2
6666666666664

3
7777777777775
:

The eigenvalues of M are

f1:9225; �1:5374; �0:6112	 0:9899i; �0:8171	 0:4462i; �0:3643	 0:1261ig:

So, the game has a unique feedback Nash equilibrium which can be calculated from an

eigenvector v ¼: ½v0; v1; . . . ; v7�T corresponding with the eigenvalue 1:9225. MATLAB

gives

vT ¼ ½0:7170; 0:4447; 0:4023; 0:1875; 0:2495; 0:1163; 0:1052; 0:0653�:

According to Algorithm 8.1 the equilibrium strategies are then

f �1 ðtÞ ¼ k1sðtÞ; f �2 ðtÞ ¼ � 1

2
k2sðtÞ; and i�EðtÞ ¼ � 1

6
kEsðtÞ;

where

k1 ¼ v1

v0
¼ 0:6202; k2 ¼ v2

v0
¼ 0:5611; kE ¼ v3

v0
¼ 0:2616:

The resulting closed-loop system and cost are

_ssðtÞ ¼ �1:9225sðtÞ and Ji ¼ kis
2
0; i ¼ 1; 2;E:

Notice that country 1 is indeed much more active in using its fiscal instrument to reduce

price differences than country 2. Moreover, we see that the central bank is indeed rather

cautious in using its interest rate as a policy instrument to stabilize an initial price

differential between both countries.

Using the three-player extension of Algorithm 7.1 the open-loop Nash equilibria for

this game can be calculated either directly from Theorem 7.33 or from the eigenstructure

402 Non-cooperative feedback information games



of the matrix

M0 :¼
�1 �1 �1

2
�1
12�2 1 0 0

�2 0 1 0

�1 0 0 1

2
664

3
775:

The resulting unique open-loop equilibrium actions are

f �1 ðtÞ ¼ p1sðtÞ; f �2 ðtÞ ¼ � 1

2
p2sðtÞ; and i�EðtÞ ¼ � 1

6
pEsðtÞ;

with

p1 ¼ p2 ¼ 0:6621 and pE ¼ 0:3310:

The resulting closed-loop system and cost are

_ssðtÞ ¼ �2:0207sðtÞ; J1 ¼ 1:2067s20; J2 ¼ 1:0982s20 and J3 ¼ 0:4994s20:

Comparing both equilibrium strategies we see that, within the open-loop framework, any

initial price differential converges to zero more quickly. Moreover, all players use more

active control policies in the open-loop case. However, the difference in the amount of

control used by all players becomes less pronounced. Finally, we see that these more

active policies ultimately imply almost a doubling of the cost for all the involved players.

&

8.6 Convergence results for the two-player scalar

case

This section studies the convergence of the equilibrium strategies for a special scalar two-

player finite-planning horizon game. The game that will be studied reads as follows:

Jiðx0; u1; u2Þ ¼
ðT
0

fqix2ðtÞ þ riu
2
i gdt þ qiTx

2ðTÞ; i ¼ 1; 2; ð8:6:1Þ

subject to the dynamical system

_xxðtÞ ¼ axðtÞ þ b1u1ðtÞ þ b2u2ðtÞ; xð0Þ ¼ x0: ð8:6:2Þ

It will be assumed throughout this section that qi; qiT and si ¼ b2i
ri
; i ¼ 1; 2, are strictly

positive. First, we show that this game (8.6.1) and (8.6.2) always has a unique linear

feedback Nash equilibrium. Then, the behavior of the equilibrium actions is analyzed if

the planning horizon T expands. It will be shown that if these actions converge, the

converged actions depend critically on the imposed final weighting factors qiT .
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By Theorem 8.2 this game (8.6.1) and (8.6.2) has a feedback equilibrium if and only if

the following set of coupled Riccati differential equations

_kk1ðtÞ ¼ �2ak1ðtÞ þ s1k
2
1ðtÞ þ 2s2k1ðtÞk2ðtÞ � q1; k1ðTÞ ¼ q1T ; ð8:6:3Þ

_kk2ðtÞ ¼ �2ak2ðtÞ þ s2k
2
2ðtÞ þ 2s1k1ðtÞk2ðtÞ � q2; k2ðTÞ ¼ q2T ; ð8:6:4Þ

has a unique solution ðk1ð:Þ; k2ð:ÞÞ on ½0; T �. Since we need to study convergence

properties of the solution later on, it is more convenient to rewrite this terminal value

problem for ðk1ðtÞ; k2ðtÞÞ as an initial value problem. To that end introduce the new

variable

miðtÞ :¼ kiðT � tÞ; i ¼ 1; 2:

The derivative of this variable satisfies

dmiðtÞ
dt

¼ dkiðT � tÞ
dt

¼ � dkiðsÞ
ds

; i ¼ 1; 2:

Using this, it is easily verified that the set of coupled Riccati differential equations (8.6.3)

and (8.6.4) has a solution if and only if the next initial value problem has a solution

on ½0; T�

_mm1ðtÞ ¼ 2am1ðtÞ � s1m
2
1ðtÞ � 2s2m1ðtÞm2ðtÞ þ q1; m1ð0Þ ¼ q1T ; ð8:6:5Þ

_mm2ðtÞ ¼ 2am2ðtÞ � s2m
2
2ðtÞ � 2s1m1ðtÞm2ðtÞ þ q2; m2ð0Þ ¼ q2T : ð8:6:6Þ

Introducing the variables

�i :¼ siqi and �i :¼ simi; i ¼ 1; 2;

both equations can be rewritten as

_��1ðtÞ ¼ 2a�1ðtÞ � �2
1ðtÞ � 2�1ðtÞ�2ðtÞ þ �1; �1ð0Þ ¼ q1T ; ð8:6:7Þ

_��2ðtÞ ¼ 2a�2ðtÞ � �2
2ðtÞ � 2�1ðtÞ�2ðtÞ þ �2; �2ð0Þ ¼ q2T : ð8:6:8Þ

The study of planar quadratic systems in general is a very complicated topic, as can be

seen, for example, in the survey papers by Coppel (1996) and Reyn (1987). For example,

the famous 16th Hilbert problem, to determine the maximal number of limit cycles, Hd,

for dth degree polynomial planar systems, is still unsolved even for quadratic systems

ðd ¼ 2Þ. Hence, in general one can expect complicated dependence on the parameters for

the quadratic system (8.6.7) and (8.6.8). Reyn (1987), for example, finds 101 topologi-

cally different global phase portraits for a six-parameter family of quadratic systems.

Below some of the characteristics of the quadratic system (8.6.7) and (8.6.8) that one is

typically interested in will be addressed. The most urgent question at this moment is

whether this system has a solution on ½0;1Þ. The next result is shown in the Appendix at

the end of this chapter.
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Theorem 8.17

Assume that qi; qiT and si; i ¼ 1; 2, are strictly positive. Then the set of coupled Riccati

equations (8.6.7) and (8.6.8) has a solution on ½0;1Þ. Moreover, the solution remains

bounded. &

To construct the phase portrait of the planar system (8.6.7) and (8.6.8). the question

arises whether this system has periodic solutions. According to Bendixson’s theorem

(Theorem 3.18) with

fið�1; �2Þ :¼ 2a�i � �2
i � 2�1�2 þ �i; i ¼ 1; 2; ð8:6:9Þ

the planar system (8.6.7) and (8.6.8) has no periodic solutions on a set E if

@f1
@�1

þ @f2
@�2

is not identically zero and does not change sign on this set E. Here,

@f1
@�1

þ @f2
@�2

¼ 4ða� �1 � �2Þ:

Hence, @f1
@�1

þ @f2
@�2

¼ 0 on the line

a� �1 � �2 ¼ 0: ð8:6:10Þ
So, for the sets E1 ¼ fð�1; �2Þ j a� �1 � �2 > 0g and E2 ¼ fð�1; �2Þja� �1 � �2 < 0g
there are no periodic solutions which lie entirely in these regions. Furthermore it follows

that a periodic solution of the quadratic system (8.6.7) and (8.6.8) has to cross the line

(8.6.10) at least twice. However, on the line (8.6.10)

_��1 ¼ �1 þ �2
1 > 0 and _��2 ¼ �2 þ �2

2 > 0:

Hence any solution of equations (8.6.7) and (8.6.8) can cross the line (8.6.10) once at the

most. So, the planar system (8.6.7) and (8.6.8) has no periodic solutions.

Corollary 8.18

Assume that qi, qiT and si; i ¼ 1; 2, are strictly positive. Then

1. the game (8.6.1) and (8.6.2) has for all T < 1 a feedback Nash equilibrium;

2. limT!1 kið0; TÞ; i ¼ 1; 2, in equations (8.6.3) and (8.6.4) exists and satisfies the

corresponding set of algebraic Riccati equations. &

Next, consider the equilibria of the planar system (8.6.7) and (8.6.8). These equilibria

coincide with the solutions of the feedback Nash algebraic Riccati equations

2a�1 � �2
1 � 2�1�2 þ �1 ¼ 0; ð8:6:11Þ

2a�2 � �2
2 � 2�1�2 þ �2 ¼ 0: ð8:6:12Þ
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Recall from Section 8.4 that, if �i > 0, the infinite-planning horizon game has either one,

two or three feedback Nash equilibria (see Theorem 8.10). Therefore one would expect a

similar result here. There are, however, two differences compared with the analysis of

Section 8.4. The first point is that in Section 8.4 we did not pay attention to the location

of the feedback Nash equilibria. For our phase plane analysis of the planar system (8.6.7)

and (8.6.8) we are, however, only interested in the positive quadrant. The second point is

that in Section 8.4 the inter Section points of both hyperbolas that satisfy some additional

constraint were studied. The constraint plays no role here. Therefore, in principle, there is

the possibility that there are some additional points satisfying both equations but not the

constraint. Therefore both equations will be reconsidered in some more detail.

Assuming that �i > 0; i ¼ 1; 2, equations (8.6.7) and (8.6.8) can be rewritten as

�2 ¼ a� 1

2
�1 þ �1

2�1

and �1 ¼ a� 1

2
�2 þ �2

2�2

:

From this it is clear that hyperbola (8.6.11) has the asymptotes �1 ¼ 0 and �2 ¼ a� 1
2
�1

and hyperbola (8.6.12) has the asymptotes �2 ¼ 0 and �2 ¼ 2a� �1: Furthermore,

hyperbola (8.6.11) intersects the positive �1-axis at the point where

�1 ¼ aþ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ �1

p
, and hyperbola (8.6.12) intersects the positive �2-axis in the points

where �2 ¼ aþ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ �2

p
. From this it is easily seen that the equilibrium points of the

planar system (8.6.7) and (8.6.8) which are located in the positive quadrant are located in

the region

G1 :¼ ð0; aþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ �1

p
Þ � ð0; aþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ �2

p
Þ:

Lemma 8.19

The equilibrium points ð��
1; �

�
2Þ � ð0; 0Þ of the planar system (8.6.7) and (8.6.8) are

located in the region G1. Moreover, G1 contains at least one equilibrium point.

Proof

The region G1 lies entirely in the positive quadrant. Hyperbola (8.6.7) intersects the

�1-axis at the point where �1 ¼ aþ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ �1

p
, and hence any equilibrium point in the

first quadrant has to be located to the left of �1 ¼ aþ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ �1

p
. Similarly, any critical

point in the first quadrant has to be located below the line �2 ¼ aþ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ �2

p
. Hence, any

equilibrium point in the positive quadrant has to be located in G1. Furthermore, it is easily

seen that hyperbola (8.6.7) enters G1 at the point ð0; aþ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ �2

p Þ, and leaves G1

through the line �1 ¼ aþ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ �1

p
. Hyperbola (8.6.8) enters G1 through the line

�2 ¼ aþ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ �2

p
and leaves G1 at the point ðaþ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

a2 þ �1

p
; 0Þ. Necessarily, since

both hyperbolas (8.6.7) and (8.6.8) are continuous on G1 they have to intersect at least

once in G1. &

Lemma 8.20

Every equilibrium point ð��
1; �

�
2Þ in G1 corresponds to a stationary feedback Nash

equilibrium.
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Proof

Let S :¼ ð��
1; �

�
2Þ be an equilibrium point in G1. Because S is located on the hyperbola

(8.6.7), we know S is located above the asymptote �2 ¼ a� 1
2
�1, and thus

��
2 > a� 1

2
��
1:

Hence,

a� ��
1 � ��

2 < a� ��
1 � aþ 1

2
�1� ¼ � 1

2
��
1 < 0: ð8:6:13Þ

Since �i ¼ siki, the claim is now obvious. &

Theorem 8.10 shows that the number of feedback Nash equilibria can vary between one

and three. Actually, Example 8.13, part 2, demonstrates that there exist games, within the

restricted class of games we consider here, which have three positive feedback Nash

equilibria. So, the following corollary is now clear.

Corollary 8.21

The planar system (8.6.7) and (8.6.8) has either one, two or three equilibrium points in the

positive quadrant. &

Next, we consider the local behavior of the solution curves near each equilibrium. It turns

out that almost all different situations which can occur in our planar system can be

analyzed using the phase-plane approach we developed in Chapter 3. There are only two

situations which require some additional theory. They deal with the case that the

linearized system at the equilibrium point has an eigenvalue on the imaginary axis (so

the eigenvalue has a zero real part). Equilibria which have this property are called

nonhyperbolic critical points of a planar system. In Perko (2001), for example, one can

find a complete treatment of the different types of local behavior of trajectories which can

occur near nonhyperbolic equilibria. From these types of local behavior there are two

types of behavior which we have not yet treated, but which can also occur in our planar

system. A complete treatment of all the local behaviors which can occur at a nonhyper-

bolic equilibrium is somewhat beyond the scope of this book. Therefore, we will just

present an example of a case containing a saddle-node, one type of behavior which can

also occur in our planar system (8.6.7) and (8.6.8). The second type of behavior which

can also occur will not be covered. This is because, on the one hand, its analysis requires

some additional theory in order to gain a clear impression of the local phase diagram. On

the other hand, its local behavior corresponds to a stable node, a type of behavior which

we are already familiar with.

Example 8.16

Consider the planar system (8.6.7) and (8.6.8) with a ¼ 3 1
2
, �1 ¼ 8 and �2 ¼ 6 3

4
. That is

_��1ðtÞ ¼ 7�1ðtÞ � �2
1ðtÞ � 2�1ðtÞ�2ðtÞ þ 8; �1ð0Þ ¼ q1T ;

_��2ðtÞ ¼ 7�2ðtÞ � �2
2ðtÞ � 2�1ðtÞ�2ðtÞ þ 6

3

4
; �2ðTÞ ¼ q2T :
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Then, by simple substitution, it is seen that ð��
1; �

�
2Þ ¼ ð2; 4 1

2
Þ is an equilibrium point of

this planar system.

To investigate the local behavior of the solution curves near this equilibrium, consider

the derivative of

f1ð�1; �2Þ :¼ 7�1ðtÞ � �2
1ðtÞ � 2�1ðtÞ�2ðtÞ þ 8

and

f2ð�1; �2Þ :¼ 7�2ðtÞ � �2
2ðtÞ � 2�1ðtÞ�2ðtÞ þ 6

3

4

at the equilibrium point ð2; 4 1
2
Þ: Straightforward differentiation shows that the derivative

of f :¼ ðf1; f2Þ at the equilibrium point is

f 0 2; 4
1

2

� �
¼ 7� 2��

1 � 2��
2 �2��

1

�2��
2 7� 2��

1 � 2��
2

� �
¼ �6 �4

�9 �6

� �
:

The eigenvalues of f 0ð2; 4 1
2
Þ are 0 and �12. The corresponding eigenvectors are

e1 :¼ �2

3

� �
and e2 :¼ 2

3

� �
, respectively. Since f 0ð2; 4 1

2
Þ has an eigenvalue zero, this

case does not satisfy the assumptions of the Stable Manifold theorem, (Theorem 3.15).

ð2; 4 1
2
Þ is a nonhyperbolic critical point of the planar system. To analyze the local

behavior of trajectories of our planar system near this equilibrium point we will follow

the approach outlined in Perko (2001).

In that approach the first step is to rewrite our planar system near the equilibrium point

ð2; 4 1
2
Þ as a set of differential equations of the following type

_xxðtÞ ¼ p2ðxðtÞ; yðtÞÞ
_yyðtÞ ¼ yþ q2ðxðtÞ; yðtÞÞ;

where p2 and q2 are analytic in the neighborhood of the origin and have Taylor

expansions that begin with second-degree terms in x and y. To that purpose we first

rewrite our planar system, using the transformation


1ðtÞ ¼ �1ðtÞ � 2 and 
2ðtÞ ¼ �2ðtÞ � 4
1

2
;

as

_

1ðtÞ
_

2ðtÞ

� �
¼ �6 �4

�9 �6

� �

1ðtÞ

2ðtÞ
� �

� 
2
1ðtÞ þ 2
1ðtÞ
2ðtÞ


2
2ðtÞ þ 2
1ðtÞ
2ðtÞ

" #
:

Let S :¼ ½e1 e2�. Then, f 0ð2; 4 1
2
Þ ¼ SDS�1, where D is a diagonal matrix containing the

eigenvalues 0 and �12 on its diagonal. Next, rewrite the above system with

�1
�2

� �
:¼ S�1 
1


2

� �
and; thus;


1


2

� �
¼ S

�1
�2

� �
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as

_��1
_��2

� �
¼ D

�1
�2

� �
� S�1 ð�2�1 þ 2�2Þ2 þ 2ð�2�1 þ 2�2Þð3�1 þ 3�2Þ

ð3�1 þ 3�2Þ2 þ 2ð�2�1 þ 2�2Þð3�1 þ 3�2Þ

" #
:

Reversing the time-axis we obtain, with �ið�tÞ :¼ �iðtÞ; i ¼ 1; 2,

_��1
_��2

� �
¼ �D

�1
�2

� �
þ S�1 ð�2�1 þ 2�2Þ2 þ 2ð�2�1 þ 2�2Þð3�1 þ 3�2Þ

ð3�1 þ 3�2Þ2 þ 2ð�2�1 þ 2�2Þð3�1 þ 3�2Þ

" #
:

Finally, introducing y :¼ �
1=12
2 and x :¼ �1 we obtain the equivalent description of our

planar system

_yyðtÞ ¼ 1

12
�
�11=12
2 ðtÞ _��2ðtÞ

¼ �
1=12
2 þ �

�11=12
2 ½0; 1�S�1

ð�2�1 þ 2�2Þ2 þ 2ð�2�1 þ 2�2Þð3�1 þ 3�2Þ
ð3�1 þ 3�2Þ2 þ 2ð�2�1 þ 2�2Þð3�1 þ 3�2Þ

" #

¼ yþ y�11½0; 1�S�1 ð�2xþ 2y12Þ2 þ 2ð�2xþ 2y12Þð3xþ 3y12Þ
ð3xþ 3y12Þ2 þ 2ð�2xþ 2y12Þð3xþ 3y12Þ

" #

and

_xx ¼ ½1; 0�S�1 ð�2xþ 2y12Þ2 þ 2ð�2xþ 2y12Þð3xþ 3y12Þ
ð3xþ 3y12Þ2 þ 2ð�2xþ 2y12Þð3xþ 3y12Þ

" #
:

The second step is to rewrite y as a function 
ðxÞ from the equation _yy ¼ 0. That is, we

have to solve y as a function of x from the equation

yþ y�11½0; 1�S�1 ð�2xþ 2y12Þ2 þ 2ð�2xþ 2y12Þð3xþ 3y12Þ
ð3xþ 3y12Þ2 þ 2ð�2xþ 2y12Þð3xþ 3y12Þ

" #
¼ 0:

Multiplying the above equation by y11 and introducing � :¼ y12, we can rewrite the

equation as

� þ ½0; 1�S�1 ð�2xþ 2�Þ2 þ 2ð�2xþ 2�Þð3xþ 3�Þ
ð3xþ 3�Þ2 þ 2ð�2xþ 2�Þð3xþ 3�Þ

" #
¼ 0:

This is a simple quadratic equation in � . Solving the equation gives

� ¼ 1

15
�ðxþ 1Þ þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxþ 1Þ2 þ 75x2

q� �
:

The third step is to substitute this result into the differential equation we have for xðtÞ
and, next, make a Taylor expansion of the resulting right-hand side of this differential

equation. So, we have to make a Taylor series expansion of

½1; 0�S�1 ð�2xþ 2�ðxÞÞ2 þ 2ð�2xþ 2�ðxÞÞð3xþ 3�ðxÞÞ
ð3xþ 3�ðxÞÞ2 þ 2ð�2xþ 2�ðxÞÞð3xþ 3�ðxÞÞ

" #
¼ 3

2
x2 þ 5x�ðxÞ � 1

2
�2ðxÞ
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around x ¼ 0.

Elementary differentiation shows that � 0ð0Þ ¼ 0. Consequently

3

2
x2 þ 5x�ðxÞ � 1

2
�2ðxÞ ¼ 3

2
x2 þ higher-order terms:

The fourth step is to determine the first nonvanishing term in this Taylor series

expansion. In this case this term is 3
2
x2. The order of this first term is 2, and thus even.

According to Theorem 2.11.1 in Perko (2001), the equilibrium ð2; 4 1
2
Þ is then a saddle-

node. It can easily be verified (see, for example, Theorem 8.22 below) that this planar

system has still one other equilibrium point which is a stable node. This then produces the

phase diagram as plotted in Figure 8.6. &

To analyze the general case (8.6.7) and (8.6.8), we consider the derivative of

ðf1ð�1; �2Þ; f2ð�1; �2ÞÞ at the equilibrium point ð��
1; �

�
2Þ. From equation (8.6.9)

f 0 ¼ 2ða� �1 � �2Þ �2�1

�2�2 2ða� �1 � �2Þ
� �

:

The eigenvalues of f 0 are

�1;2 ¼ 2ða� �1 � �2Þ 	 2
ffiffiffiffiffiffiffiffiffiffi
�1�2

p
:

From this, some elementary analysis gives the following theorem (see the Appendix at the

end of this chapter).

k1

k2
k1 = 0

k2 = 0

1 2 3 4 5 6 7 8

1

2

3

4

5

6

7

8
⋅

⋅

Figure 8.6 Phase diagram of hyperbolas (8.6.7) and (8.6.8) with a ¼ 3 1
2
, �1 ¼ 8 and �2 ¼ 6 3

4
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Theorem 8.22

If the planar system (8.6.7) and (8.6.8) has

� one equilibrium, then this equilibrium is a stable node;

� two equilibria, then one of them is a stable node and one is a saddle-node;

� three equilibria, then two of them are stable nodes and one is a saddle. &

It is now possible to give a complete picture of the different convergence behavior

which can occur if the planning horizon expands. The different global behavior of the

trajectories that may occur is sketched in Figures 8.7(a)–(c). We see that this behavior

depends crucially on the number of solutions that the set of algebraic Riccati equations

has. If there is only one solution for these coupled equations then, independent of the

scrap value qiT ; i ¼ 1; 2, the solutions of the Riccati differential equations (8.6.7) and

(8.6.8) converge to this equilibrium point (cf. Figure 8.7(a)). If there are two or more

solutions of the set of algebraic Riccati equations in the positive quadrant the final

outcome of the equilibrium, if the planning horizon expands, depends crucially on the

scrap values. In that case the solutions converge to either one of these solutions. This

convergence behavior is sketched in Figures 8.7(b) and (c), respectively. If there are three

equilibria, the central equilibrium is a saddle-point. So, convergence towards this

equilibrium will only occur with rare combinations of the scrap values.

Example 8.17

Reconsider Example 8.8, where we showed that for a ¼ bi ¼ ri ¼ 1; i ¼ 1; 2, q1 ¼ 1
4
and

q2 ¼ 1
5
, the game has three equilibria. Using Algorithm 8.1, one can calculate the

corresponding solutions of the algebraic Riccati equations. They are:

ðpl1;pl2Þ :¼ð0:1387;1:8317Þ;ðpm1 ;pm2 Þ :¼ð0:7125;0:8192Þ and ðpr1;pr2Þ :¼ð1:9250;0:1024Þ;

respectively.

k2

(a) (b) (c)

k1

k2
k2

k1 k1

Figure 8.7 Global phase portrait of equations (8.6.7) and (8.6.8): (a) ARE has one positive

stabilizing solution; (b) ARE has two positive stabilizing solutions (c) ARE has three positive

stabilizing solutions
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Figure 8.8 illustrates the solutions ðp1ð0Þ; p2ð0ÞÞ for different scrap values and dif-

ferent planning horizons. The scrap values q1T and q2T both varied over the interval

½0; 4�. The planning horizon T varied from 0 to 10. We clearly observe the phenomenon

that the choice of the scrap value plays an important role in the evolution of the

equilibrium if the planning horizon expands. A modest change in the scrap values may

have as a consequence that convergence towards the infinite-planning horizon equili-

brium ðpl1; pl2Þ is replaced by a convergence towards the equilibrium ðpr1; pr2Þ. We also see

that it is almost impossible to trace a scrap value that will lead us to the equilibrium

ðpm1 ; pm2 Þ. &

8.7 Notes and references

For this chapter in particular the papers by van den Broek, Engwerda and Schumacher

(2003a), Engwerda (2000a, b, 2003) and Weeren, Schumacher and Engwerda (1999) have

been consulted.

Theorems 8.3 and 8.5 can be straightforwardly generalized for the N-player game

(8.1.1) and (8.1.2). One just has to replace the equations (8.2.6) and (8.2.7) and (8.3.3)

and (8.3.4) by

_KKiðtÞ ¼ � A�
XN
j 6¼i

SjKj

 !T

Ki � Ki A�
XN
j 6¼i

SjKj

 !
þ KiSiKi � Qi �

XN
j6¼i

KjSijKj

KiðTÞ ¼ QiT ; i ¼ 1; . . . ;N;

Figure 8.8 Global phase portrait of Example 8.17
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and

0 ¼ � A�
XN
j 6¼i

SjKj

 !T

Ki � Ki A�
XN
j 6¼i

SjKj

 !
þ KiSiKi � Qi �

XN
j 6¼i

KjSijKj;

where A�PN
i¼1 SiKi is stable, respectively.

Finally, we should stress once again the crucial role played by our assumption about

the information the players have on the game for the results presented in this chapter. The

Example 8.7 from Mageirou (1976) clearly demonstrates that if one leaves the pre-

supposed information framework, then the Nash equilibrium property of a set of

strategies might be lost. Details and references concerning Nash equilibria under different

feedback information patterns can be found in Bas˛ ar and Olsder (1999). In this context

the model on duopolistic competition studied by Tsutsui and Mino (1990) should also be

mentioned. They study the linear quadratic differential game we considered, for example,

in Example 8.3. However, this is under the restriction that the used control functions

should be positive functions of the price p � 0. So on the one hand they restrict the

domain of the state space and on the other hand they consider strategy spaces consisting

of the set of nonlinear positive functions in p, which clearly is not a subset of the set of

affine functions we considered in this chapter. As a consequence the equilibrium actions

in their model become nonlinear functions of the price too.

8.8 Exercises

1. Reconsider the differential games from Exercise 7.1.

(a) Determine the differential equations that have to be solvable in order that the

game has, for every initial state, a linear feedback Nash equilibrium.

(b) Determine numerically which of the differential games has, for every initial state,

a linear feedback Nash equilibrium. In case an equilibrium exists, compute the

equilibrium actions and involved cost. Compare your answers with those of

Exercise 7.1.

2. Reconsider the zero-sum differential game from Exercise 7.3.

(a) Determine the differential equation that has to be solvable in order that the game

has, for every initial state, a linear feedback Nash equilibrium.

(b) Determine the equilibrium actions and involved cost in item (a) in case T ¼ 1.

(c) Does there exist a finite time T such that the game does not have, for every initial

state, a linear feedback Nash equilibrium?

(d) Consider a scrap value of �200x2ð1Þ in part (a). Does the game have a linear

feedback Nash equilibrium for every initial state? Does there exist for all T < 1

an open-loop Nash equilibrium for every initial state?

3. Reconsider the fiscal stabilization differential game from Exercise 7.19.
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Consider the class of affine functions of the state variable sðtÞ, i.e.

�aff
i : ¼ f fið0; TÞj fiðtÞ ¼ FiðtÞsðtÞ þ giðtÞ; with Fið:Þ; gið:Þ

piecewise continuous functions; i ¼ 1; 2g:

Answer the same questions as in Exercise 7.19(a)–(d) but now w.r.t. the class of

control functions �aff
i .

4. Reconsider the government debt stabilization game from Section 7.8.1. There

we assumed that government debt accumulation, _dd, is the sum of interest pay-

ments on government debt, rdðtÞ, and primary fiscal deficits, f ðtÞ, minus the

seignorage, mðtÞ:

_ddðtÞ ¼ rdðtÞ þ f ðtÞ � mðtÞ; dð0Þ ¼ d0:

Assume that the objective of the fiscal authority is to minimize

LF ¼
ðT
0

fðf ðtÞ � �ff Þ2 þ �ðmðtÞ � �mmÞ2 þ �ðdðtÞ � �ddÞ2ge��tdt;

whereas the monetary authorities want to minimize the loss function:

LM ¼
ðT
0

fðmðtÞ � �mmÞ2 þ �ðdðtÞ � �ddÞ2ge��tdt:

Here all variables denoted with a bar are assumed to be fixed targets which

are given a priori. Consider the class of affine functions of the state variable

sðtÞ, i.e.

�aff
F :¼ ff ð0;TÞjf ðtÞ ¼ FðtÞdðtÞ þ gðtÞ; with Fð:Þ; gð:Þ piecewise continuous functionsg;

�aff
M :¼ fmð0;TÞjmðtÞ ¼MðtÞdðtÞ þ hðtÞ; with Mð:Þ; hð:Þ piecewise continuous functionsg:

(a) Let x1ðtÞ :¼ ðdðtÞ � �ddÞe�1
2
�t; x2ðtÞ :¼ ðr�dd þ �ff � �mmÞe�1

2
�t; u1ðtÞ :¼ ðf ðtÞ � �ff Þe�1

2
�t

and u2ðtÞ :¼ ðmðtÞ � �mmÞe�1
2
�t.

Show that the above game can be rewritten in our standard notation as

min
u1

LF ¼
ðT
0

f�x21ðtÞ þ u21ðtÞ þ �u22ðtÞgdt

and

min
u2

LM ¼
ðT
0

f�x21ðtÞ þ u22ðtÞgdt
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subject to

_xxðtÞ ¼ AxðtÞ þ B1u1ðtÞ þ B2ðtÞu2ðtÞ

with : A¼ r� 1
2
� 1

0 �1
2
�

� �
; B1¼ 1

0

� �
; B2¼ �1

0

� �
; Q1¼ � 0

0 0

� �
; Q2¼ � 0

0 0

� �
;

R11 ¼ 1;R22 ¼ 1;R12 ¼ � and R21 ¼ 0:

(b) Present both necessary and sufficient conditions under which this game has a

Nash equilibrium within �F � �M for every initial state.

(c) Determine the Nash equilibrium actions in (a) and the incurred cost for the

players (you are not asked to solve the involved differential equations explicitly).

(d) Let � ¼ 1
4
, � ¼ � ¼ 1

2
, r ¼ 0:02 and � ¼ 0:05. Plot (numerically) the correspond-

ing Nash equilibrium actions if d0 ¼ 1. Determine also the corresponding cost for

the players.

(e) Answer the same question as in part (d) if r ¼ 0:04 and r ¼ 0:06, respectively.

Compare the answers and formulate your expectations about the effect of r on

this model.

5. Reconsider Exercise 7.4. That is, consider the zero-sum game (in terms of country 1)

min
u1

J :¼
ð1
0

fx2ðtÞ þ ru21ðtÞ � u22ðtÞgdt;

subject to

_xxðtÞ ¼ axðtÞ þ u1ðtÞ þ u2ðtÞ; xð0Þ ¼ x0:

(a) Consider r ¼ 1. Show that this game has a feedback Nash equilibrium if and only

if a < 0.

(b) Determine the equilibrium actions and cost for both countries if a < 0 and r ¼ 1.

(c) Assume that both countries differ in the sense that country 1 has an industry

which pollutes less than that of country 2. Justify how this fact can be

incorporated into this model by choosing a value of r different from one.

(d) Determine the equilibrium actions and cost in part (c) and discuss the impact

of a more polluting industry on the outcome of the game. In particular, discuss

the existence of a feedback Nash equilibrium and compare this result with the

case r ¼ 1. What can you say about the consequences of a higher value of the

parameter a on the outcome of the game?

6. Consider an industry which is constantly lobbying the government to exploit

natural resources and an environmental party which is lobbying to avoid this

exploitation in order to save nature. Let cðtÞ denote the success rate of the indus-

try lobby, ui the efforts of the industry lobbyists and ue the efforts of the
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environmental lobbyists. The problem is formalized as follows:

min
ue

ð1
0

e�rtfcðtÞ � �u2i ðtÞ þ u2eðtÞgdt

subject to _ccðtÞ ¼ ��cðtÞ þ uiðtÞ � ueðtÞ; cð0Þ ¼ c0: The industry lobby likes to

maximize the above utility function. Here � < 1 indicates the fact that industry has

much more money to spend on the lobby than the environmental party has, and

therefore the normalized impact of their control efforts is larger.

(a) Reformulate the problem into the standard framework. Define the class of affine

control functions that is appropriate in this setting if we want to consider

feedback Nash equilibria for this game.

(b) Show that the problem does not have a feedback Nash equilibrium within the

class of stabilizing affine control functions.

7. Consider the two-player scalar linear quadratic differential game (8.4.1) and (8.4.2)

with bi ¼ ri ¼ 1; i ¼ 1; 2, q1 ¼ 8 and q2 ¼ 6 3
4
.

(a) Use Algorithm 8.1 to calculate all feedback Nash equilibria of this game if

(i) a ¼ �1, (ii) a ¼ 3 1
2
and (iii) a ¼ 4, respectively.

(b) Show that the function f ðxÞ ¼ x�
ffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � 8

p
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � 6 3

4

q
has a minimum at

x ¼ 3.

(c) Verify whether your answers in part (a) are in line with Theorem 8.10.

8. Consider the two-player scalar linear quadratic differential game (8.4.1) and (8.4.2)

with bi ¼ ri ¼ 1; i ¼ 1; 2, q1 ¼ �5 and q2 ¼ �32.

(a) Use Algorithm 8.1 to calculate all feedback Nash equilibria of this game if (i)

a ¼ �10, (ii) a ¼ �5, (iii) a ¼ 0 (iv) a ¼ 5 and (v) a ¼ 10, respectively.

(b) Show that the function f ðxÞ ¼ x� ffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ 5

p � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ 32

p
has a maximum at

x ¼ 2.

(c) Verify whether your answers in part (a) are in line with Theorem 8.10.

9. Consider the two-player scalar linear quadratic differential game (8.4.1) and (8.4.2).

Let �i ¼ b2i
ri
¼ 1; i ¼ 1; 2, and assume that � :¼ �1 ¼ �2.

(a) Let a1 :¼ a� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ 3�

p
and a2 :¼ aþ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

a2 þ 3�
p

. Show that in equation (8.5.16)

matrix ~MM ¼ SJS�1, with

S :¼
0 1 � a2

� � a1
��1 2a 1 1

1 0 1 1

0 � a1
3

a2
3

2
664

3
775 and J :¼

a 0 0 0

0 a 0 0

0 0 �aþ ffiffiffiffiffiffiffiffiffiffi
a2þ3�

p
3

0

0 0 0 �a� ffiffiffiffiffiffiffiffiffiffi
a2þ3�

p
3

2
664

3
775:

(b) Use Algorithm 8.1 to calculate all feedback Nash equilibria of this game if

a � 0. Distinguish between the cases (i) a2 þ 3� < 0, (ii) a2 þ 4� � 0 and

(iii) a2 þ 4� < 0, a2 þ 3� � 0.
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(c) Use Algorithm 8.1 to calculate all feedback Nash equilibria of this game if a > 0

and a2 ¼ � > 0.

(d) Use Algorithm 8.1 to calculate all feedback Nash equilibria of this game if � > 0.

(e) Verify whether your results from parts (b) and (d) are in line with Theorem 8.10.

10. The following algorithm is proposed by Li and Gajic (1994) to find a stabilizing

solution of the set of coupled algebraic Riccati equations (8.3.3) and (8.3.4).

1. Initialization: determine the stabilizing solution K0
1 of

K0
1Aþ ATK0

1 þ Q1 � K0
1S1K

0
1 ¼ 0:

Next determine the stabilizing solution K0
2 of the Riccati equation

K0
2ðA� S1K

0
1Þ þ ðA� S1K

0
1 ÞTK0

2 þ Q2 þ K0
1S12K

0
1 � K0

2S2K
0
2 ¼ 0:

2. Let i :¼ 0. Repeat the next iterations until the matrices Ki
j ; j ¼ 1; 2, below have

converged. Here Ai
cl :¼ A� S1K

i
1 � S2K

i
2, and Kiþ1

j ; j ¼ 1; 2, are the solutions of

the Lyapunov equations

AiT

clK
iþ1
1 þ Kiþ1

1 Ai
cl ¼ �ðQ1 þ Ki

1S1K
i
1 þ Ki

2S21K
i
2Þ

AiT

clK
iþ1
2 þ Kiþ1

2 Ai
cl ¼ �ðQ2 þ Ki

2S2K
i
2 þ Ki

1S12K
i
1Þ;

respectively, for i ¼ 0; 1; . . . .

(a) Implement this algorithm.

(b) Use this algorithm to calculate the solutions for the game considered in Exercise 7.

(c) Use this algorithm to calculate a feedback Nash equilibrium for the game (using

the standard notation) with A ¼ �2 4

1 �4

� �
, B1 ¼ 1

0

� �
, B2 ¼ 0

1

� �
,

Q1 ¼ 2 1

1 1

� �
, Q2 ¼ 1 1

1 2

� �
and R11 ¼ R22 ¼ 1.

11. Consider the next numerical algorithm to calculate a stabilizing solution of the set of

coupled algebraic Riccati equations (8.3.3) and (8.3.4).

1. Initialization: determine ðK0
1 ;K

0
2Þ such that A� S1K

0
1 � S2K

0
2 is stable.

2. Let i :¼ 0. Repeat the next iterations until the matrices Ki
j ; j ¼ 1; 2, below have

converged. Here Kiþ1
j ; j ¼ 1; 2, are the stabilizing solutions of the algebraic

Riccati equations

0 ¼ �ðA� S2K
i
2ÞTKiþ1

1 � Kiþ1
1 ðA� S2K

i
2Þ þ Kiþ1

1 S1K
iþ1
1 � Q1 � Ki

2S21K
i
2;

0 ¼ �ðA� S1K
iþ1
1 ÞTKiþ1

2 � Kiþ1
2 ðA� S1K

iþ1
1 Þ þ Kiþ1

2 S2K
iþ1
2 � Q2 � Kiþ1

1 S12K
iþ1
1 ;

respectively.
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(a) Implement this algorithm and calculate the solutions for the exercises studied in

Exercise 10.

(b) Discuss the (dis)advantages of the algorithm in this exercise and Exercise 10.

12. Consider the differential game (see also Exercise 7)

min
u1

ðT
0

f8x2ðtÞ þ u21ðtÞgdt þ q1Tx
2ðTÞ

min
u2

ðT
0

6
3

4
x2ðtÞ þ u22ðtÞ

� �
dt þ q2Tx

2ðTÞ

subject to _xxðtÞ ¼ axðtÞ þ u1ðtÞ þ u2ðtÞ, xð0Þ ¼ x0.

(a) Show that this game has a feedback Nash equilibrium.

(b) Consider a ¼ �1. Assume that u�i ðt; T ; x0; q1T ; q2TÞ; i ¼ 1; 2, are the equilibrium
actions. Determine lim

T!1
u�i ðt; T; x0; q1T ; q2TÞ; i ¼ 1; 2:

(c) Consider a ¼ 4. Determine numerically lim
T!1

u�i ðt; T ; x0; 5; 0Þ and
lim
T!1

u�i ðt; T ; x0; 0; 5Þ; i ¼ 1; 2:

(d) Consider a ¼ 3:5. Determine numerically the phase diagram of the set of coupled

Riccati differential equations corresponding to this game.

13. Consider two fishermen who fish at a lake. Let s be the number of fish in the lake.

Assume that the price pðtÞ the fishermen get for their fish is fixed, i.e. pðtÞ ¼ p. The

growth of the fish stock in the lake is described by

_ssðtÞ ¼ �sðtÞ � u1ðtÞ � u2ðtÞ; sð0Þ ¼ s0 > 0:

The fishermen consider the next optimization problem

min
ui2F aff

ð1
0

e�rtf�pui þ �iu
2
i gdt; i ¼ 1; 2;

where

F aff :¼ ðu1; u2ÞjuiðtÞ ¼ fiisðtÞ þ gi; with � � f11 � f22 <
1

2
r

� �
:

In this formulation all constants, r; �i; �; �i and vi, are positive.

(a) Show that with x̂xTðtÞ :¼ e�
1
2rt½sðtÞ 1� and ûuiðtÞ :¼ e�

1
2rtðui � p

2�i
Þ, the optimization

problem can be rewritten as

min
ûui2F

ð1
0

fx̂xTðtÞ 0 0

0 �p2

4�i

� �
x̂xðtÞ þ �iûu

2
i ðtÞgdt; i ¼ 1; 2;
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subject to the dynamics

_̂xx̂xxðtÞ ¼ � � 1
2
r �p

2�1
þ �p

2�2

0 � 1
2
r

� �
x̂xðtÞ þ �1

0

� �
ûu1ðtÞ þ �1

0

� �
ûu2ðtÞ; x̂xð0Þ ¼ s0

1

� �
:

(b) Denote K1 ¼:
x1 x2
x2 x3

� �
, K2 ¼:

z1 z2
z2 z3

� �
and A :¼ � � 1

2
r �p

2�1
þ �p

2�2

0 � 1
2
r

� �
in

equations (8.3.3) and (8.3.4). Show that this game has a feedback Nash

equilibrium if and only if the following six equations have a solution

xi; zi; i ¼ 1; 2; 3, such that � � 1
2
r � x1

�1
� z1

�2
< 0.

�2� þ r þ 2

�2
z1

� �
x1 þ 1

�1
x21 ¼ 0 ð8:8:1Þ

p

2�1
þ p

2�2
þ 1

�2
z2

� �
x1 þ r � � þ 1

�2
z1

� �
x2 þ 1

�1
x1x2 ¼ 0 ð8:8:2Þ

p2

4�1
þ p

�1
þ p

�2
þ 2

�2
z2

� �
x2 þ 1

�1
x22 þ rx3 ¼ 0 ð8:8:3Þ

�2� þ r þ 2

�1
x1

� �
z1 þ 1

�2
z21 ¼ 0 ð8:8:4Þ

p

2�1
þ p

2�2
þ 1

�1
x2

� �
z1 þ r � � þ 1

�1
x1

� �
z2 þ 1

�2
z1z2 ¼ 0 ð8:8:5Þ

p2

4�2
þ p

�1
þ p

�2
þ 2

�1
x2

� �
z2 þ 1

�2
z22 þ rz3 ¼ 0: ð8:8:6Þ

(c) Consider the equations (8.8.1) and (8.8.4). Show that either ðiÞ ðx1; z1Þ ¼ ð0; 0Þ,
ðiiÞ ðx1; z1Þ ¼ ð0; �2ð2� � rÞÞ, ðiiiÞ ðx1; z1Þ ¼ ð�1ð2� � rÞ; 0Þ or ðivÞ ðx1; z1Þ ¼
2��r
3

ð�1; �2Þ:
(d) Assume � 6¼ r. Show that case ðiÞ provides a set of equilibrium actions

ûu�i ðtÞ ¼ p
2�i

if and only if 2� � r < 0.

(e) Let c :¼ � pð�1þ�2Þð2��rÞ
2��1�2

. Show that cases ðiiÞ–ðivÞ yield the equilibrium actions

ðu�1ðtÞ; u�2ðtÞÞ ¼
p

2�1
; ð2� � rÞsðtÞ þ cþ p

2�2

� �
;

ðu�1ðtÞ; u�2ðtÞÞ ¼ ð2� � rÞsðtÞ þ cþ p

2�1
;
p

2�2

� �
;

ðu�1ðtÞ; u�2ðtÞÞ ¼
2� � r

3
sðtÞ þ c

3
þ p

2�1
;
2� � r

3
sðtÞ þ c

3
þ p

2�2

� �
;

respectively, if and only if 2� � r > 0.

(f) Calculate the profits of both fishermen in case ðiÞ. The same question in case

ðiiÞ if p ¼ 1 and �1 ¼ �2; and if p ¼ �1 ¼ s0 ¼ � ¼ 1, r ¼ 3
2
and �2 ¼ 2.

Conclude.
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14. Reconsider the game on fiscal stabilization policies between two countries (see

Exercise 7.19). That is,

min
fi

ð1
0

e��tfs2ðtÞ þ rif
2
i ðtÞgdt; i ¼ 1; 2:

subject to the differential equation

_ssðtÞ ¼ �asðtÞ þ f1ðtÞ � f2ðtÞ; sð0Þ ¼ s0;

where all parameters are positive numbers.

(a) Show that the problem can be reformulated into the standard framework as

min
ui

ð1
0

fx2ðtÞ þ riu
2
i ðtÞgdt; i ¼ 1; 2:

subject to the differential equation

_xxðtÞ ¼ � aþ 1

2
�

� �
xðtÞ þ u1ðtÞ � u2ðtÞ; xð0Þ ¼ s0:

(b) Let ~ss :¼ 1
�r1

þ 1
ð1��Þr2, ~aa :¼ �ðaþ 1

2
�Þ and k :¼ ~aaþ ffiffiffiffiffiffiffiffi

~aa2þ~ssp
~ss . Show that the Pareto

frontier is parameterized by

ðJ�1 ; J�2Þ ¼ s20
1þ k2

�2r1

2
ffiffiffiffiffiffiffiffiffiffiffiffi
~aa2 þ ~ss

p ;
1þ k2

ð1��Þ2r2
2
ffiffiffiffiffiffiffiffiffiffiffiffi
~aa2 þ ~ss

p
0
@

1
A; � 2 ð0; 1Þ:

(c) Let � :¼ 1
r1
þ 1

r2
and p :¼ ~aaþ ffiffiffiffiffiffiffiffi

~aa2þ�
p
� : Show that the game has a unique open-loop

Nash equilibrium and that the associated costs are

ðJ�1 ; J�2Þ ¼ s20
1þ p2

r1ffiffiffiffiffiffiffiffiffiffiffiffiffi
~aa2 þ �

p ;
1þ p2

r2ffiffiffiffiffiffiffiffiffiffiffiffiffi
~aa2 þ �

p
 !

:

(d) Show that the game has a unique feedback Nash equilibrium.

(e) Consider the case r :¼ r1 ¼ r2. Let s :¼ 1
r
. Show that the costs associated with the

feedback Nash equilibrium are

ðJ�1 ; J�2Þ ¼ s20
1

�~aaþ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
~aa2 þ 3s

p ;
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�~aaþ ~aa2 þ 3s

p
� �

:

(f) Show that, in case r1 ¼ r2, the open-loop equilibrium costs are always larger than

the feedback equilibrium costs.

(g) Choose ~aa ¼ �1 and r ¼ r1 ¼ r2. To assess the effect of r on the distance between

the Pareto frontier, the open-loop and the feedback cost, calculate numerically for

r ¼ 1=4, r ¼ 1=2, r ¼ 1, r ¼ 2 and r ¼ 4, respectively, these items. Calculate the
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maximal distance of the Pareto frontier towards the open-loop and feedback cost,

within the negotiation area. Conclude.

(h) Perform a similar exercise as in part (g) but now w.r.t. the parameter ~aa.

8.9 Appendix

Proof of Theorem 8.12

Let

f ðxÞ :¼
Y2N
i¼1

ðf Ni � aÞ:

To show that f ðxÞ is a polynomial of degree 2N we first consider the two-player case. Let

a0 :¼ x� a and ai :¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � �i

p
; i ¼ 1; 2:

Then f ðxÞ has the following algebraic structure

f ða0; a1; a2Þ :¼ ða0 � a1 � a2Þða0 þ a1 � a2Þða0 � a1 þ a2Þða0 þ a1 þ a2Þ: ð8:9:1Þ

The structure of f for the general N-player case is similar and is omitted in order to avoid

unnecessary cumbersome notation. It is easily verified that both

f ð�a0; a1; . . . ; aNÞ ¼ ð�1Þ2N f ða0; . . . ; aNÞ ¼ f ða0; . . . ; aNÞ and
f ða0; . . . ;�ai; . . . ; aNÞ ¼ f ða0; . . . ; ai; . . . ; aNÞ; i ¼ 1; . . . ;N:

From this it follows rather straightforwardly that all entries ai in f appear quadratically.

For, assume that f has a term in which, for example, a0 has an odd exponent. Next collect

all terms of f containing odd exponents in a0. As a consequence f ¼ a0gða0; . . . ; aNÞþ
hða0; . . . ; aNÞ, where a0 appears with an even exponent in all terms of both g and h. Since

f ð�a0; a1; . . . ; aNÞ ¼ f ða0; a1; . . . ; aNÞ we conclude immediately from this that g must be

zero. So, f ða0; . . . ; aNÞ is a sum of terms, in which each term can be written as
QN

i¼0 a
2ki
i

for some nonnegative integers ki satisfying
PN

i¼0 2ki ¼ 2N .

Since a0 ¼ ðN � 1Þx� a and ai ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � �i

p
; i ¼ 1; . . . ;N, f ðxÞ must necessarily be a

polynomial of degree 2N . &

Proof of Theorem 8.14

1. We will split this part of the proof into two cases: (i) case e ¼ 1 and (ii) case e > 1.

Since for general e > 1 the proof is similar to the case e ¼ 2, the proof will be given

only for this case.
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(i) e ¼ 1 In this case the proof follows directly from Theorem 8.12.

(ii) e ¼ 2 This case will be analyzed in three steps.

(a) First consider the case that the game has two equilibria which yield a different

closed-loop system �xxi; i ¼ 1; 2. Without loss of generality assume that

f1ð�xx1Þ � a ¼ 0 and f2ð�xx2Þ � a ¼ 0. This implies that f ðxÞ has two different

roots �xxi; i ¼ 1; 2. That is, f ðxÞ ¼ ðx� �xx1Þðx� �xx2ÞpðxÞ, where pðxÞ is a

polynomial of degree 2N�1. So, the claim is now obvious in this case.

(b) Next consider the case that the game has two equilibria which yield

the same closed-loop system �xx 6¼ ffiffiffiffiffiffiffiffij�1j
p

. Then, a Taylor expansion of f ðxÞ at
�xx is

f ðxÞ ¼ f ð�xxÞ þ
X2N
i¼1

ðx� �xxÞi d
if

dxi
ð�xxÞ: ð8:9:2Þ

Since f ðxÞ ¼ Q2N

i¼1ðf Ni � aÞ and �xx 6¼ ffiffiffiffiffiffiffiffij�1j
p

it is easily verified that all f Ni ðxÞ
are differentiable of any order at �xx. Since for at least two different functions

f Ni ð:Þ, f Ni ð�xxÞ � a ¼ 0, it is easily shown that f ð�xxÞ ¼ df
dx
ð�xxÞ ¼ 0: So, f ðxÞ has a

factor ðx� �xxÞ2, which shows the correctness of the claim for this case.

(c) Finally, consider the case that �1 � 0 and the game has two equilibria which

yield the same closed-loop system
ffiffiffiffiffi
�1

p
. Introduce the functions gNi which

coincide with f Ni ; i ¼ 1; . . . ; 2N , except for the term
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � �1

p
which is

dropped, formal: gN2i�1 :¼ f N2i�1 þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � �1

p
; i ¼ 1; . . . ; 2N�1 and gN2i :¼ f N2i�ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 � �1

p
; i ¼ 1; . . . ; 2N�1.

Then it is easily verified that gNi ðxÞ is differentiable; gNi ðxÞ ¼ gNiþ1ðxÞ;
i ¼ 1; 3; 5; . . .; and there exist two different numbers �ii and �jj for which

gNi ð
ffiffiffiffiffi
�1

p Þ � a ¼ 0: ð8:9:3Þ

Similar to the proof of Theorem 8.12 it follows that
Q2N�1

i¼1 ðgN2i�1 � aÞ is a

polynomial of degree 2N�1. According to part (b) of this theorem thenQ2N�1

i¼1 ðgN2i�1 � aÞ ¼ ðx� ffiffiffiffiffi
�1

p Þ2hðxÞ, where hðxÞ is a polynomial of degree

2N�1 � 2. Next, rewrite f ðxÞ as follows:

f ðxÞ ¼
Y2N
i¼1

ðf Ni � aÞ

¼
Y2N�1

i¼1

gN2i�1 � a�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � �1

p
 �Y2N�1

i¼1

gN2i � aþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � �1

p
 �

¼
Y2N�1

i¼1

ððgN2i�1 � aÞ2 � ðx2 � �1ÞÞ

¼ ðx� ffiffiffiffiffi
�1

p Þ4h2ðxÞ � ðx2 � �1Þ
X2N�1

i¼1

Y
j 6¼i

ðgN2j�1 � aÞ2 þ ðx2 � �1Þ2h2ðxÞ;
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where h2ðxÞ is a linear combination of terms containing products of

ðgN2i�1 � aÞ2 and x2 � �1. Or, stated differently,

f ðxÞ � ðx� ffiffiffiffiffi
�1

p Þ4h2ðxÞ ¼ ðx2 � �1Þ �
X2N�1

i¼1

Y
j 6¼i

ðgN2j�1 � aÞ2 þ ðx2 � �1Þh2ðxÞ
 !

:

Since the left-hand side of this equation is a polynomial, the right-hand side

must be a polynomial as well. Furthermore, by equation (8.9.3), for each i,Q
j 6¼iðgN2j�1ð

ffiffiffiffiffi
�1

p Þ � aÞ2 ¼ 0: Therefore, the polynomial on the right-hand side

must have an additional factor x� ffiffiffiffiffi
�1

p
, which concludes this part of the proof.

2. To prove this part of the theorem first recall from Lemma 8.13 that under the stated

assumption for each feedback Nash solution with �xx :¼ �acl, there is exactly one

function f Ni ðxÞ � a that has �xx as a zero. Furthermore, recall that all these functions are

infinitely many times differentiable. First consider the case that there are k feedback

Nash solutions for which �acl ¼ �xx. Without loss of generality assume that

f Ni ð�xxÞ � a ¼ 0; i ¼ 1; . . . ; k. Then,

df

dx
ðxÞ ¼

X2N
i¼1

df Ni
dx

ðxÞ
Y
j6¼i

ðf Nj ðxÞ � aÞ: ð8:9:4Þ

So, if k ¼ 1, df
dx
ð�xxÞ ¼ df N

1

dx
ð�xxÞQj6¼1ðf Nj ð�xxÞ � aÞ. In that case, according to Lemma 8.13,

all functions f Nj ð�xxÞ � a 6¼ 0, ðj 6¼ 1Þ. Therefore, df
dx
ð�xxÞ 6¼ 0 if and only if

df N
1

dx
ð�xxÞ 6¼ 0.

By making a Taylor expansion of f ðxÞ at �xx (see equation (8.9.2)), it follows then that

f ðxÞ ¼ ðx� �xxÞpðxÞ, with pð�xxÞ 6¼ 0 iff.
df N

1

dx
ð�xxÞ 6¼ 0. If k > 1, by (8.9.4), df

dx
ð�xxÞ ¼ 0. By

differentiating (8.9.4) once again we see that if k ¼ 2, d2f
dx2

ð�xxÞ ¼ 2
df N

1

dx
ð�xxÞ df N2

dx
ð�xxÞQ2N

i¼3ðf Ni ð�xxÞ � aÞ, which differs from zero iff.
df Ni
dx

ð�xxÞ 6¼ 0; i ¼ 1; 2. In the same

way as for the case k ¼ 1 it then follows that f ðxÞ ¼ ðx� �xxÞ2pðxÞ, with pð�xxÞ 6¼ 0 if

and only if
df Ni
dx

ð�xxÞ 6¼ 0; i ¼ 1; 2: Furthermore, if k > 2 it is clear that d2f
dx2

ð�xxÞ ¼ 0.

In a similar way it can be shown that if k is an arbitrary number smaller than 2N

necessarily dif
dxi

ð�xxÞ ¼ 0; i ¼ 1; . . . ; k � 1, and that dkf
dxk

ð�xxÞ ¼ 0 if and only if
df Ni
dx

ð�xxÞ ¼
0; i ¼ 1; . . . ; k. So, since the number of different feedback Nash solutions yielding

the same closed-loop system acl coincides with the algebraic multiplicity the root

�acl has in f ðxÞ, the statement in the theorem follows straightforwardly. &

Proof of Theorem 8.17

On the axis �1 ¼ 0 we find that _��1 ¼ �1 > 0 and similarly on the axis �2 ¼ 0 we find that

_��2 > 0. Since �ið0Þ > 0; i ¼ 1; 2, it follows therefore that �iðtÞ � 0 for all t > 0. Next

assume that, without loss of generality, �1ðtÞ has a finite escape time at some final point in

time t ¼ t1. Since �1ðtÞ > 0, necessarily then limt!t1 �1ðtÞ ¼ 1. In particular this implies

that also limt!t1 _��1ðtÞ ¼ 1; but according to equation (8.6.7)

_��1ðtÞ ¼ �ð�1ðtÞ � aÞ2 � 2�1ðtÞ�2ðtÞ þ �1 þ a2:
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Since �2ðtÞ � 0 it follows that, if �1ðtÞ becomes arbitrarily large, the derivative of

�1ðtÞ becomes arbitrarily negative. This contradicts our previous conclusion that

limt!t1 _��1ðtÞ ¼ 1. So, �i; i ¼ 1; 2, has no finite escape time. Consequently the set

of coupled differential equations has a solution for all t > 0.

To see that the solution remains bounded, it is convenient to introduce polar coordi-

nates ðr; �Þ and to rewrite the system (8.6.5) and (8.6.6) in polar coordinates. If we let

r2ðtÞ :¼ �2
1ðtÞ þ �2

2ðtÞ and tan �ðtÞ :¼ �2ðtÞ
�1ðtÞ

differentiation of both sides of the first equation w.r.t. time t immediately gives

_rrðtÞ ¼ �1ðtÞ _��1ðtÞ þ �2ðtÞ _��2ðtÞ
rðtÞ : ð8:9:5Þ

On the other hand, differentiating both sides of the second equation w.r.t. time t gives

d tan �ðtÞ
dt

¼ 1

cos2ð�ðtÞÞ
_��ðtÞ

¼ _��2ðtÞ�1ðtÞ � _��1ðtÞ�2ðtÞ
�2
1ðtÞ

From this we conclude that

_��ðtÞ ¼ _��2ðtÞ�1ðtÞ � _��1ðtÞ�2ðtÞ
r2ðtÞ

�2
1ðtÞ þ �2

2ðtÞ
�2
1ðtÞ

cos2ð�Þ

¼ _��2ðtÞ�1ðtÞ � _��1ðtÞ�2ðtÞ
r2ðtÞ ð1þ tan2ð�ÞÞ cos2ð�Þ

¼ �1ðtÞ _��2ðtÞ � �2ðtÞ _��1ðtÞ
r2ðtÞ :

Rewriting the system (8.6.7) and (8.6.8) in polar coordinates gives for r > 0

_rrðtÞ ¼ ð2a� �1ðtÞ � �2ðtÞÞð�2
1ðtÞ þ �2

2ðtÞÞ � �1�2ð�1ðtÞ þ �2ðtÞÞ þ �1�1ðtÞ þ �2�2ðtÞ
rðtÞ

ð8:9:6Þ
_��ðtÞ ¼ ��2ðtÞ�2

1ðtÞ þ �1ðtÞ�2
2ðtÞ þ �2�1ðtÞ � �1�2ðtÞ
r2ðtÞ : ð8:9:7Þ

Next, consider the right-hand side of equation (8.9.6) in more detail. Since
�i

r
< 1; i ¼ 1; 2, and ð�1 þ �2Þ2 � r2, this side can be estimated by

ð2a� �1ðtÞ � �2ðtÞÞð�2
1ðtÞ þ �2

2ðtÞÞ � �1�2ð�1ðtÞ þ �2ðtÞÞ þ �1�1ðtÞ þ �2�2ðtÞ
rðtÞ

� ð2a� �1ðtÞ � �2ðtÞÞrðtÞ þ �1 þ �2

� 2arðtÞ � r2ðtÞ þ �1 þ �2:
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So,

_rrðtÞ � �ðrðtÞ � aÞ2 þ �1 þ �2 þ a2: ð8:9:8Þ

From this it is clear that, whenever rðtÞ � aþ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�1 þ �2 þ a2

p
, rðtÞ will decrease. There-

fore, rðtÞ is always bounded by the maximum value of rð0Þ and aþ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�1 þ �2 þ a2

p
,

which proves the claim that every solution remains bounded. &

Proof of Theorem 8.22

From Lemma 8.8 it is clear that the equilibria of the planar system (8.6.7) and (8.6.8) are

obtained as the solutions of the equations fið�3Þ ¼ a; i ¼ 1; . . . ; 4 (where we assumed

without loss of generality that �1 � �2). We analyze the eigenvalues at each solution

separately. To that end first notice that with �3 ¼ �ða� �1 � �2Þ

�1;2 < 0 if and only if �1�2 < �2
3 ð8:9:9Þ

and

�1 < 0; �2 > 0 if and only if �1�2 > �2
3 ð8:9:10Þ

at the equilibrium point ð�1; �2Þ.
Now, first consider the case that a ¼ f1ð�3Þ has a solution ��

3. Then,

��
1 ¼ ��

3 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
��2
3 � �1

q
and ��

2 ¼ ��
3 �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
��2
3 � �2

q
:

Obviously, unless ��2
3 ¼ �1 ¼ �2, �

�
i � ��

3; i ¼ 1; 2, where at least one of the inequali-

ties is strict. Therefore also ��
1�

�
2 < ��2

3 . So, from expression (8.9.9) we conclude that this

equilibrium is a stable node.

Next, consider the case that a ¼ f2ð�3Þ has a solution ��
3. Then,

��
1 ¼ ��

3 þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
��2
3 � �1

q
and ��

2 ¼ ��
3 �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
��2
3 � �2

q
:

So,

��
1�

�
2 ¼ ��2

3 þ ��
3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
��2
3 � �1

q
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
��2
3 � �2

q� �
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
��2
3 � �1

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
��2
3 � �2

q
< ��2

3 ;

unless ��2
3 ¼ �1 ¼ �2. Therefore, it follows from expression (8.9.9) again that this

equilibrium is a stable node. The case that the equation a ¼ f4ð�3Þ has a solution ��
3

can be analyzed in the same way as the first case we considered except we now obtain the

opposite conclusion that ��
1�

�
2 > ��2

3 at the equilibrium point. So, according to expression

(8.9.10) this equilibrium is a saddle.
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Finally, consider the case that the equation a ¼ f3ð�3Þ has a solution ��
3. Then,

��
1 ¼ ��

3 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
��2
3 � �1

q
and ��

2 ¼ ��
3 þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
��2
3 � �2

q
:

So,

��
1�

�
2 ¼ ��2

3 þ ��
3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
��2
3 � �2

q
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
��2
3 � �1

q� �
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
��2
3 � �1

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
��2
3 � �2

q
: ð8:9:11Þ

To analyze this case we consider the derivative of f3ð�3Þ. Since f3ð�3Þ ¼ �3�ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2
3 � �1

p
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2
3 � �2

p
,

f
0 ð�3Þ ¼ 1� �3ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

�2
3 � �1

p þ �3ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2
3 � �2

p
¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

�2
3 � �1

p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2
3 � �2

p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2
3 � �1

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2
3 � �2

q
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2
3 � �2

q
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2
3 � �1

q� �� �
:

From Lemma 8.9 we recall that f3ð�3Þ has a unique minimum at some point �3 ¼ ���3.

Consequently, f
0
3ð�3Þ < 0 for all �3 < ���3 and f

0
3ð�3Þ > 0 for all �3 > ���3. Therefore if the

equation a ¼ f3ð�3Þ has two solutions, necessarily at the smallest solution f
0
3ð��

3Þ < 0.

From f
0
3ð�3Þ we conclude that this implies that at this equilibrium point then necessarily

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
��2
3 � �1

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
��2
3 � �2

q
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
��2
3 � �2

q
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
��2
3 � �1

q� �
< 0:

However, this implies (see expression (8.9.11)) that at this equilibrium point

��
1�

�
2 > ��2

3

So, this equilibrium point is a saddle.

In a similar way it is shown that if the equation a ¼ f3ð�3Þ has a solution to the right of

���3, this equilibrium point is a stable node.

This leaves the next two cases for inspection:

(i) ��2
3 ¼ �1 ¼ �2, and

(ii) a ¼ min f3ð�Þ.

Both cases can be analyzed in a similar way to Example 8.16. It turns out that the first

equilibrium (i) is a stable node, whereas the second equilibrium (ii) is a saddle-node.

From this the claims made in the theorem are then straightforwardly obtained. &
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9

Uncertain non-cooperative
feedback information games

Dynamic game theory brings together three features that are key to many situations in

economics, ecology and elsewhere: optimizing behavior, the presence of multiple agents

and enduring consequences of decisions. In this chapter we add a fourth aspect, namely

robustness with respect to variability in the environment. In our formulation of dynamic

games, so far, we specified a set of differential equations including input functions that

are controlled by the players, and players are assumed to optimize a criterion over time.

The dynamic model is supposed to be an exact representation of the environment in

which the players act; optimization takes place with no regard for possible deviations. It

can safely be assumed, however, that in reality agents follow a different strategy. If an

accurate model can be formed at all, it will in general be complicated and difficult to

handle. Moreover, it may be unwise to optimize on the basis of a model which is too

detailed, in view of possible changes in dynamics that may take place in the course of

time and that may be hard to predict. It makes more sense for agents to work on the basis

of a relatively simple model and to look for strategies that are robust with respect to

deviations between the model and reality. In an economics context, the importance of

incorporating aversion to specification uncertainty has been stressed for instance by

Hansen, Sargent and Tallarini (1999).

In control theory, an extensive theory of robust design is already in place (see Bas˛ar

(2003) for a recent survey). We use this background to arrive at suitable ways of

describing aversion to model risk in a dynamic game context. We assume linear dynamics

and quadratic cost functions. These assumptions are reasonable for situations of dynamic

quasi-equilibrium, where no large excursions of the state vector are to be expected (see

Section 5.1).

Following a pattern that has become standard in control theory two approaches will be

considered. The first one is based on a stochastic approach. This approach assumes that

the dynamics of the system are corrupted by a standard Wiener process (white noise).

Basic assumptions will be that the players have access to the current value of the state of

LQ Dynamic Optimization and Differential Games J. Engwerda
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the system and that the positive definite covariance matrix does not depend on the state of

the system. Basically it turns out that under these assumptions the feedback Nash

equilibria also constitute an equilibrium in such an uncertain environment. In the second

approach, a malevolent disturbance input is introduced which is used in the modeling of

aversion to specification uncertainty. That is, it is assumed that the dynamics of the

system is corrupted by a deterministic noise component, and that each player has his own

expectation about this noise. This is modeled by adapting, for each player, their cost

function accordingly. The players cope with this uncertainty by considering a worst-case

scenario. Consequently in this approach the equilibria of the game, in general, depend on

the worst-case scenario expectations about the noise of the players.

This chapter, basically, restricts the analysis to the infinite-planning horizon case.

Furthermore only the feedback information structure is considered. For some results

dealing with an open-loop information structure see for example, Section 7.4 of this book,

Bas˛ar and Bernhard (1995) and Kun (2001).

9.1 Stochastic approach

In this Section we assume that the state of the system is generated by a linear noisy

system,

_xxðtÞ ¼ AxðtÞ þ B1u1ðtÞ þ � � � þ BNuNðtÞ þ wðtÞ: ð9:1:1Þ

The noise w is white, Gaussian, of zero mean and has covariance VðtÞ�ðt � �Þ, where
Vð:Þ > 0 is continuous. The initial state at time t ¼ 0, x0, is a Gaussian random variable

of mean m0 and covariance P0. This random variable is independent of w. The strategy

spaces considered by the players are assumed to be the set of linear feedback actions �lfb
i ,

as defined in Section 8.2. For the finite-planning horizon we consider the cost functions

Ji :¼ E

ðT
0

xTðtÞ Qi þ
XN
j¼ 1

FjðtÞTðtÞRijFjðtÞ
 !

xðtÞdt þ xTðTÞQiTxðTÞ
( )

; i ¼ 1; . . . ;N;

ð9:1:2Þ

where the expectation operation is taken with respect to the statistics of wðtÞ; t 2 ½0; T �.
First, consider the one-player case. Completely analogous to the proof Davis (1977)

gives of his Theorem 5.2.5, we have the following result.

Theorem 9.1

Assume that the Riccati differential equation

_KKðtÞ ¼ �ATKðtÞ � KðtÞAþ KðtÞSKðtÞ � Q; KðTÞ ¼ QT ;

has a symmetric solution on ½0; T �. Then the control

u�ðtÞ ¼ �R�1BTKðtÞxðtÞ
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is optimal for the stochastic one-player control problem

min
uðtÞ¼FðtÞxðtÞ

E

ðT
0

xTðtÞðQþ FTðtÞRFðtÞÞxðtÞdt þ xTðTÞQTxðTÞ
� �

; ð9:1:3Þ

subject to the system

_xxðtÞ ¼ AxðtÞ þ BuðtÞ þ wðtÞ:

Moreover, the cost is

ðT
0

trfVTðsÞKðsÞVðsÞgdsþ mT
0Kð0Þm0 þ trfP0Kð0Þg: &

Using this result one can straightforwardly derive the next result for the multi-player case.

Theorem 9.2

The set of linear feedback Nash equilibrium actions (see Theorem 8.3) also provides a

Nash equilibrium for the stochastic differential game defined by (9.1.1) and (9.1.2).

Moreover, the costs involved with these equilibrium actions are

J�i :¼
ðT
0

trfVTðsÞKiðsÞVðsÞgdsþ mT
0Kið0Þm0 þ trfP0Kið0Þg:

Proof ðN ¼ 2Þ
Assume that the set of ‘feedback’ Riccati differential equations

_KK1ðtÞ ¼ �ðA� S2K2ðtÞÞTK1ðtÞ � K1ðtÞðA� S2K2ðtÞÞ þ K1ðtÞS1K1ðtÞ � Q1 � K2ðtÞS21K2ðtÞ;
K1ðTÞ ¼ Q1T ð9:1:4Þ
_KK2ðtÞ ¼ �ðA� S1K1ðtÞÞTK2ðtÞ � K2ðtÞðA� S1K1ðtÞÞ þ K2ðtÞS2K2ðtÞ � Q2 � K1ðtÞS12K1ðtÞ;

K2ðTÞ ¼ Q2T : ð9:1:5Þ

has a solution ðK1;K2Þ. Then, by Theorem 9.1 and equation (9.1.4), with

u�2ðtÞ :¼ �R�1
2 K2ðtÞxðtÞ;

the stochastic optimization problem

min
u¼F1ðtÞxðtÞ

J1ðu1; u�2Þ

subject to the system

_xxðtÞ ¼ ðA� S2K2ðtÞÞxðtÞ þ B1u1ðtÞ þ wðtÞ
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has the solution

u�1ðtÞ :¼ �R�1
1 K1ðtÞxðtÞ:

That is,

J1ðu�1; u�2Þ � J1ðu1; u�2Þ:
Similarly it follows that

J2ðu�1; u�2Þ � J2ðu�1; u2ðtÞÞ:

Which proves the claim. &

Next consider the infinite-planning horizon case. In that case, at least when Q > 0, the

costs of the stochastic regulator problem (9.1.3) become unbounded if T ! 1 (for

example, Davis (1977)). This is also clear intuitively, as the system is constantly

perturbed by the noise w. For that reason we have to consider different cost functions

for the players. Instead of minimizing the total cost, we will consider the minimization of

the average cost per unit time:

LiðV ; u1; . . . ; uNÞ ¼ lim
T!1

1

T
E

ðT
0

xTQixþ
XN
j¼ 1

uTj Rijuj

 !
dt

8<
:

9=
; ð9:1:6Þ

Again, assume that the players have full access to the current state of the system and that

the control actions that are used by the players are the constant linear feedback strategies.

That is,

uiðtÞ ¼ FixðtÞ; with Fi 2 Rmi�n; i ¼ 1; . . . ;N;

and where ðF1; . . . ;FNÞ belong to the set

F ¼ F ¼ ðF1; . . . ;FNÞ j Aþ
XN
i¼ 1

BiFi is stable

( )
:

Moreover, assume that the covariance matrix VðtÞ does not depend on the time, t, any

more.

Given this context, we consider the next equilibrium concept.

Definition 9.1

An N-tuple F̂F ¼ ðF̂F1; . . . ; F̂FNÞ 2 FN is called a stochastic variance-independent feed-
back Nash equilibrium if, for all i, the following inequality

LiðV ; F̂FÞ � LiðV; F̂F�ið�ÞÞ

holds for each V 2 V and for each state feedback matrix � such that F̂F�ið�Þ 2 F . Here V
is the set of all real positive semi-definite n� n matrices. &
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Here F�ið�Þ :¼ ðF1; . . . ;Fi�1; �;Fiþ1; . . . ;FNÞ: As a preliminary to the general N-player

case the one-player case is first treated again.

To analyse this case we introduce the function

’ : F ! Rn�n defined by ’ðFÞ ¼ P; ð9:1:7Þ

where P is the unique solution of the Lyapunov equation

ðAþ BFÞTPþ PðAþ BFÞ ¼ �ðQþ FTRFÞ: ð9:1:8Þ
In the derivation of the one-player result, the following result will be used.

Lemma 9.3

For each V 2 V and F 2 F
LðV ;FÞ ¼ trðV’ðFÞÞ; ð9:1:9Þ

where ’ is defined by expression (9.1.7).

Proof

Let S 2 S and F 2 F . Analogously to, for example, Anderson and Moore (1989) one can

show that LðV ;FÞ can be written as LðV ;FÞ ¼ tr WðQþ FTRFÞð Þ, where W is the unique

solution of the Lyapunov equation

ðAþ BFÞW þWðAþ BFÞT ¼ �V :

Denote P ¼ ’ðFÞ. Multiplying the Lyapunov equation (9.1.8) by W produces

WðQþ FTRFÞ ¼ �WðAþ BFÞTP�WPðAþ BFÞ:

Hence, it is easily seen that LðV;FÞ ¼ trðVPÞ. &

Theorem 9.4

The one-player stochastic optimization problem

min
F 2F

LðV ;FÞ :¼ min
F 2F

lim
T !1

1

T
E

ðT
0

xTðtÞðQþ FTRFÞxðtÞdt
� �

;

subject to the system

_xxðtÞ ¼ ðAþ BFÞxðtÞ þ wðtÞ;
has a solution independent of the covariance matrix V of w if and only if the algebraic

Riccati equation

Qþ ATX þ XA� XSX ¼ 0 ð9:1:10Þ
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has a stabilizing solution. If this condition holds, the solution is uniquely given by F̂F :¼
�R�1BTXs with Xs the stabilizing solution of the ARE. Moreover, LðV; F̂FÞ ¼ trðVXsÞ.

Proof

‘) part’ Choose F̂F as the feedback matrix that solves the stochastic optimization

problem. Let x0 2 Rn and F 2 F be arbitrary. Define the matrix V :¼ x0x
T
0 . Clearly,

V 2 V, which implies that LðV; F̂FÞ � LðV ;FÞ. Now, let

Jðx0;FÞ :¼
ð1
0

xTðtÞðQþ FTRFÞxðtÞdt ¼ xT0’ðFÞx0: ð9:1:11Þ

Then, using equation (9.1.9),

Jðx0; F̂FÞ ¼ xT0’ðF̂FÞx0 ¼ trðV’ðF̂FÞÞ ¼ LðV; F̂FÞ � LðV;FÞ ¼ Jðx0;FÞ:

So, F̂F solves the regular linear optimal control problem (5.4.1) and (5.4.2). According to

Theorem 5.14 this implies that (9.1.10) has a stabilizing solution Xs. Moreover,

F̂F ¼ �R�1BTXs.

‘( part’ Choose F̂F ¼ �R�1BTXs, where Xs is the stabilizing solution of equation

(9.1.10). Let V 2 V and F 2 F be arbitrary. Since V is positive semi-definite there exists

a matrix Y such that V ¼ YYT . Denote the ith column of Y by yi. From equation (9.1.9) it

follows that

LðV ;FÞ ¼ trðV’ðFÞÞ ¼ trðYT’ðFÞYÞ ¼
Xn
i¼ 1

yTi ’ðFÞyi ¼
Xn
i¼ 1

Jðyi;FÞ;

with Jð yi;FÞ as defined in equation (9.1.11). For each i ¼ 1; . . . ; n; Jð yi; F̂FÞ � Jðyi;FÞ.
Hence

LðV ; F̂FÞ ¼
Xn
i¼1

Jðyi; F̂FÞ �
Xn
i¼1

Jðyi;FÞ ¼ LðV;FÞ: &

As an immediate consequence of this theorem we then obtain for the general N-player

case the following result.

Theorem 9.5

Let ðX1; . . . ;XNÞ be a stabilizing solution of the algebraic Riccati equations associated

with the feedback Nash equilibria (see, for example, equations (8.3.3) and (8.3.4))

0 ¼ � A�
XN
j 6¼ i

SjXj

 !T

Xi � Xi A�
XN
j 6¼ i

SjXj

 !
þ XiSiXi � Qi �

XN
j 6¼ i

XjSijXj; ð9:1:12Þ

and define F̂Fi :¼ �R�1
ii BT

i Xi for i ¼ 1; . . . ;N. Then F̂F :¼ ðF̂F1; . . . ; F̂FNÞ is a stochastic

variance-independent feedback Nash equilibrium. Conversely, if ðF̂F1; . . . ; F̂FNÞ is a
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stochastic variance-independent feedback Nash equilibrium, there exists a stabilizing

solution ðX1; . . . ;XNÞ of equation (9.1.12) such that F̂Fi ¼ �R�1
ii BT

i Xi. Moreover,

LiðV ; F̂FÞ ¼ trðVXiÞ. &

Theorem 9.5 shows that the linear feedback Nash equilibrium actions from Chapter 8 are

also equilibrium actions for the stochastic games studied in this Section. Obviously, the

corresponding costs differ. In particular, notice that in the finite-planning horizon case the

additional cost which players expect to incur using this stochastic framework compared to

the noise-free case is ðT
0

trfVTðsÞKiðsÞVðsÞgdsþ trfP0Kið0Þg:

The infinite-planning horizon costs are more difficult to compare, since in the stochastic

framework the average cost is used as a performance criterion rather than the total cost.

9.2 Deterministic approach: introduction

Our second approach to deal with uncertainty in the game assumes that the system is

corrupted by some deterministic input. The dynamic model now reads:

_xxðtÞ ¼ AxðtÞ þ
XN
i¼ 1

BiuiðtÞ þ EwðtÞ; xð0Þ ¼ x0: ð9:2:1Þ

Here w 2 L
q
2ð0;1Þ is a q-dimensional disturbance vector affecting the system and E is a

constant matrix.

As in the stochastic case, we assume in this deterministic approach that all players

know the current state of the system at any point in time. Moreover, it is assumed that the

players use stabilizing constant linear feedback strategies. That is, only controls uið:Þ of
the type uiðtÞ ¼ FixðtÞ are considered, with Fi 2 Rmi�n, and where ðF1; . . . ;FNÞ belongs
to the set

F :¼ F ¼ ðF1; . . . ;FNÞ j AþPN
i¼1

BiFi is stable

� �
:

So the information structure and strategy spaces are similar to those considered in Section

9.1 and Chapter 8.

The above stabilization constraint is imposed to ensure the finiteness of the infinite-

horizon cost integrals that will be considered; also, this assumption helps to justify our

basic supposition that the state vector remains close to the origin. As already mentioned

in Chapter 8, the constraint is a bit unwieldy since it introduces dependence between the

strategy spaces of the players. However, we will now focus on equilibria in which the

inequalities that ensure the stability property are inactive constraints. It will be a standing

assumption that the set F is non-empty; a necessary and sufficient condition for this to

hold is that the matrix pair ðA; ½B1 � � �BN �Þ is stabilizable. Given that we work with an

infinite horizon, restraining the players to constant feedback strategies seems reasonable;

to prescribe linearity may also seem natural in the linear quadratic context that we
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assume, although there is no way to exclude a priori equilibria in nonlinear feedback

strategies. Questions regarding the existence of such equilibria are beyond the scope of

this book.

We now come to the formulation of the objective functions of the players. The starting

point is the usual quadratic criterion which assigns to player i the cost function

Ji :¼
ð1
0

xðtÞTQixðtÞ þ
XN
j¼ 1

ujðtÞTRijujðtÞ
( )

dt: ð9:2:2Þ

Here, Qi is symmetric and Rii is positive definite for all i ¼ 1; . . . ;N. Due to the

assumption that the players use constant linear feedbacks, the criterion in equation (9.2.2)

may be rewritten as

Ji :¼
ð1
0

xT Qi þ
XN
j¼ 1

FT
j RijFj

 !
x

( )
dt ð9:2:3Þ

where Fi is the feedback chosen by player i. Written in the above form, the criterion may

be looked at as a function of the initial condition x0 and the state feedbacks Fi.

The description of the players’ objectives given above needs to be modified in order to

express a desire for robustness. To that end, we modify the criterion (9.2.3) to

�JJSCi ðF1; . . . ;FN ; x0Þ :¼ sup
w2L

q

2
ð0;1Þ

JiðF1; . . . ;FN ;w; x0Þ ð9:2:4Þ

where

JiðF1; . . . ;FN ;w; x0Þ :¼
ð1
0

xT Qi þ
XN
j¼ 1

FT
j Ri jFj

 !
x� wTViw

( )
dt: ð9:2:5Þ

The weighting matrix Vi is symmetric and positive definite for all i ¼ 1; . . . ;N. Because it
occurs with a minus sign in equation (9.2.5), this matrix constrains the disturbance vector

w in an indirect way so that it can be used to describe the aversion to model risk of player

i. Specifically, if the quantity wTViw is large for a vector w 2 Rq, this means that player i

does not expect large deviations of the nominal dynamics in the direction of Ew.

Furthermore, the larger player i chooses Vi, the closer the worst case signal player i

can be confronted with in this model will approach the zero input signal (that is:

wð:Þ ¼ 0).

In line with the nomenclature used in control theory literature we will call this the ‘soft-

constrained’ formulation. Note that, since we do not assume positive definiteness of the

state weighting matrix, this development’ even in the one-player case, extends the

standard results that may be found for instance in Francis (1987), Bas˛ar and Bernhard

(1995), Lancaster and Rodman (1995), Zhou, Doyle and Glover (1996), Bas˛ar and Olsder

(1999) and Bas˛ar (2003).

The equilibrium concept that will be used throughout this chapter is based on the

adjusted cost functions (9.2.4). A formal definition is given below.
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Definition 9.2

An N-tuple F ¼ ðF1; . . . ;FNÞ 2 F is called a soft-constrained Nash equilibrium if for

each i ¼ 1; . . . ;N the following inequality

J
SC

i ðF; x0Þ � J
SC

i ðF�iðFÞ; x0Þ

holds for all x0 2 Rn and for all F 2 Rmi�n that satisfy F�iðFÞ 2 F. &

The remainder of this chapter is organized as follows. In Section 9.3 the one-player case

is discussed. The results obtained for that particular case are the basis for the derivation of

results for the general N-player case in Section 9.5. To obtain a better understanding of

the results in the one-player case, we elaborate the scalar case in Section 9.4 in detail.

Section 9.6 considers a worked example. Section 9.8 deals with a stochastic interpretation

of the soft-constrained feedback Nash equilibrium concept based on the well-known

connection between the H1 control problem and the risk sensitive linear exponential

quadratic gaussian (LEQG) control problem (for example, Bas˛ar (2003), Bas˛ar and

Bernhard (1995), Glover and Doyle (1988), Jacobson (1973) and Pratt (1964)). For this

purpose we use some results from Runolfsson (1994). A numerical computation scheme

for the N-player scalar case, similar to the algorithm that was developed in Section 8.5 to

calculate the feedback Nash equilibria, is provided in Section 9.7.

9.3 The one-player case

This Section studies the one-player case. That is, we consider

_xx ¼ ðAþ BFÞxþ Ew; xð0Þ ¼ x0; ð9:3:1Þ
with ðA;BÞ stabilizable, F 2 F and

JðF;w; x0Þ ¼
ð1
0

fxTðQþ FTRFÞx� wTVwgdt: ð9:3:2Þ

The matrices Q;R and V are symmetric, R > 0 and V > 0. The problem is to determine

for each x0 2 Rn the value

inf
F2F

sup
w2 L

q

2
ð0;1Þ

JðF;w; x0Þ: ð9:3:3Þ

Furthermore, if this infimum is finite, we like to know whether there is a feedback matrix
�FF 2 F that achieves the infimum, and to determine all matrices that have this property.

This soft-constrained differential game can also be interpreted as a model for a situation

where the controller designer is minimizing the criterion (9.3.2) by choosing an

appropriate F 2 F , while the uncertainty is maximizing the same criterion by choosing

an appropriate w 2 L
q
2ð0;1Þ.

A necessary condition for the expression (9.3.3) to be finite is that the supremum

sup
w2 L

q

2
ð0;1Þ

JðF;w; x0Þ
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is finite for at least one F 2 F . However, this condition is not sufficient. It may happen

that the infimum in (9.3.3) becomes arbitrarily small. Item 3 in the Note following

Lemma 9.6, below, provides an example illustrating this point.

Lemma 9.6 gives necessary and sufficient conditions for the supremum in (9.3.3) to

attain a finite value for a given stabilizing feedback matrix F. This result will be used later

on in Theorem 9.8, which provides a sufficient condition under which the soft-constrained

differential game associated with (9.3.1) and (9.3.2) has a saddle point. For notational

convenience let

kxkM :¼ xTMx;

where M is a square matrix.

Lemma 9.6

Let A be stable. Consider the system

_xx ¼ Axþ Ew ð9:3:4Þ
and the cost function

�ðw; x0Þ :¼
ð1
0

fxTQx� wTVwgdt; xð0Þ ¼ x0;

with Q ¼ QT and V > 0. Let M :¼ EV�1ET . The following conditions are equivalent.

(i) For each x0 2 Rn there exists a �ww 2 L
q
2ð0;1Þ such that �ðw; x0Þ � �ð�ww; x0Þ.

(ii) The Hamiltonian matrix

H :¼ A M

�Q �AT

� �

has no eigenvalues on the imaginary axis.

(iii) The algebraic Riccati equation

Qþ ATX þ XAþ XMX ¼ 0 ð9:3:5Þ
has a stabilizing solution (i.e. �ðAþMXÞ � C�).

If these conditions hold, the maximum of �ðw; x0Þ is uniquely attained by

�wwðtÞ :¼ V�1ETXeðAþMXÞtx0

where X is the stabilizing solution of (9.3.5). Furthermore �ð�ww; x0Þ ¼ xT0Xx0:

Proof

We will show the following implications: ðiÞ ) ðiiÞ ) ðiiiÞ ) ðiÞ. The second part of the
lemma follows from the proof that (iii) implies (i).
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ðiÞ ) ðiiÞ : Denote the state trajectory corresponding to �ww by �xx. Then according to the

maximum principle (see Theorem 4.6) there exists a costate variable p such that

_�xx�xx ¼ A�xxþ E�ww; �xxð0Þ ¼ x0

_pp ¼ �Q�xx� ATp

�wwðtÞ ¼ arg max
w2Rq

ð�xxTQ�xx� wTVwþ 2pTðA�xxþ EwÞÞ:

A completion of squares shows that

�wTVwþ 2pTEw ¼ �ðw� V�1ETpÞTVðw� V�1ETpÞ � pTMp:

Since V > 0, it follows that �ww ¼ V�1ETp. Hence

_�xx�xx
_pp

� �
¼ A M

�Q �AT

� �
�xx
p

� �
¼ H

�xx
p

� �
; �xxð0Þ ¼ x0:

Since �ww 2 L
q
2ð0;1Þ and A is stable, �xxðtÞ ! 0 for t ! 1 for all x0 2 Rn. This shows that

the eigenspace corresponding to the eigenvalues in the open left-half plane has at least

dimension n. Since H is a Hamiltonian matrix this implies that H has no eigenvalues on

the imaginary axis.

ðiiÞ ) ðiiiÞ : This implication follows from Theorem 2.37.

ðiiiÞ ) ðiÞ : Let w 2 L
q
2ð0;1Þ and x be generated by equation (9.3.4). Since A is

stable, xðtÞ ! 0 for t ! 1. A completion of the squares then gives that

�ðw; x0Þ ¼
ð1
0

xTQx� wTVwþ d

dt
xTXx� d

dt
xTXx

� �
dt

¼ xT0Xx0 �
ð1
0

kw� V�1ETXxk2Vdt:

Hence �ðw; x0Þ � xT0Xx0 and equality holds if and only if w ¼ V�1ETXx. Substituting this

in equation (9.3.4) shows that �ð�; x0Þ is uniquely maximized by �ww. &

Notes

1. Notice that Lemma 9.6 does not imply that if the Hamiltonian matrix H has

eigenvalues on the imaginary axis, the cost will be unbounded. Consider, for example,

a ¼ �1; q ¼ r ¼ e ¼ v ¼ 1. Then X ¼ 1 is the unique (though not stabilizing)

solution of equation (9.3.5). A completion of squares (see proof above) shows that

�ðw; x0Þ � x20. Furthermore, it is easily verified that with w ¼ ð1� �Þx, for an

arbitrarily small positive �, we can approach arbitrarily close to this cost.

2. If there exists a �FF 2 F such that sup
w2Lq

2
ð0;1Þ

JðF;w; x0Þ is finite, this does not imply that

there is an open neighborhood of �FF 2 F for which the supremum is also finite. This

fact can be demonstrated using the result part (i). Take, for example, a ¼ � 1
2
, b ¼ 1

2
,

�ff ¼ �1, q ¼ r ¼ e ¼ v ¼ 1. Then according to part (i) the cost will be bounded.
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However, for every � > 0, sup
w2Lq

2
ð0;1Þ

Jðð�ff þ �Þ;w; x0Þ is infinite. This can be seen by

choosing, for example, for a fixed �, wðtÞ ¼ 1� 1
2
�� �

� �
xðtÞ, where � > 0 is an

arbitrarily small number.

3. Since we did not assume that the state weighting Q in equation (9.3.2) is nonnegative

definite, it may well happen that the value of the expression in (9.3.3) is �1. As an

example, consider the scalar case with E ¼ 0, A ¼ �1, B ¼ R ¼ V ¼ 1 and Q ¼ �2.

Then w ¼ 0 gives the supremum for every f < 1 in expression (9.3.3). Consequently

for all f < 1, sup
w2Lq

2
ð0;1Þ

Jðf ;w; x0Þ ¼ �2þ f 2

2ð1� f Þ x
2
0. From this it is obvious that by

choosing f close to 1, the costs become arbitrarily small. &

Following on from the result of Lemma 9.6 part (ii) we define for each F 2 F the

Hamiltonian matrix

HF :¼ Aþ BF M

�Q� FTRF �ðAþ BFÞT
� �

ð9:3:6Þ

and introduce the set

�FF :¼ fF 2 F j HF has no eigenvalues on the imaginary axisg:
Lemma 9.7 provides a convenient expression for the objective function of the game.

Lemma 9.7

Consider equations (9.3.1) and (9.3.2) with F 2 F and w 2 L
q
2ð0;1Þ. Let X be an

arbitrary symmetric matrix; then

JðF;w; x0Þ ¼ xT0Xx0 þ
ð1
0

fxTðtÞðQþ ATX þ XA� XSX þ XMXÞxðtÞ

þ kðF þ R�1BTXÞxðtÞk2R � kwðtÞ � V�1ETXxðtÞk2Vgdt ð9:3:7Þ
where S :¼ BR�1BT and M :¼ EV�1ET .

Proof

Since F 2 F and w 2 L
q
2ð0;1Þ, xðtÞ ! 0 for t ! 1. Thus

JðF;w; x0Þ ¼
ð1
0

xTðQþ FTRFÞx� wTVwþ d

dt
xTXx� d

dt
xTXx

� �
dt

¼ xT0Xx0 þ
ð1
0

fxTðQþ ATX þ XAÞxþ xTFTRFx

þ 2xTFTBTXx� wTVwþ 2wTETXxgdt:
Hence, the two completions of the squares

xTFTRFxþ 2xTFTBTXx ¼ kðF þ R�1BTXÞxk2R � xTXSXx
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and

�wTVwþ 2wTETXx ¼ �kw� V�1ETXxk2V þ xTXMXx

show that equation (9.3.7) holds. &

In particular, Lemma 9.7 shows that if X satisfies the algebraic Riccati equation (9.3.9)

below, an optimal choice for the minimizing player is �R�1BTX, which is an admissible

choice if X is the stabilizing solution of this equation. If the maximizing player were to be

restricted to choose linear state feedback matrices as well, his optimal choice would be

the state feedback matrix V�1ETX. The following theorem shows that under the open-

loop information structure, the optimal choice for the maximizing player, given that the

minimizing player chooses �R�1BTX, can indeed be obtained from the feedback law

x ! V�1ETXx. This theorem provides a set of sufficient conditions for a saddlepoint

solution to exist. Consequently, it also generates a solution for problem (9.3.3).

To justify the conditions in the theorem, consider the scalar case for the moment,

without going into too much detail. We replace the upper case symbols for matrices with

their lower case equivalents to emphasize that these matrices are now just real numbers.

Under the assumption that the conditions of Lemma 9.6 are satisfied, the equation (cf.

equation (9.3.5))

mx2 þ 2ðaþ bf Þxþ qþ f 2r ¼ 0 ð9:3:8Þ

holds for each f , and sup
w2Lq

2
ð0;1Þ

Jðf ;w; x0Þ ¼ xðf Þx20. In particular, the minimizing �ff satisfies

x0ð�ff Þ ¼ 0. Differentiation of equation (9.3.8) with respect to f shows that �ff ¼ �bx=r.
Substitution of this relationship into equation (9.3.8) gives that x should be a stabilizing

solution of ðm� sÞx2 þ 2axþ q ¼ 0 (see equation (9.3.9)). On the other hand, a direct

inspection of xðf Þ shows that if the boundary of the set of potential feasible feedbacks (i.e.
the f for which aþ bf ¼ 0) does not belong to our set �FF , xðf Þ always attains a minimum.

So the condition �a=b 62 �FF is enough to conclude that �ff yields a minimum. By a direct

evaluation of equation (9.3.6) it is easily verified that this condition is equivalent to

a2 þ qs > 0. This requirement is the scalar version of condition (9.3.10) below. The proof

of this theorem is given in the Appendix at the end of this chapter.

Theorem 9.8

Consider equations (9.3.1) and (9.3.2) and let the matrices S and M be defined as in

Lemma 9.7. Assume that the algebraic Riccati equation

Qþ ATX þ XA� XSX þ XMX ¼ 0 ð9:3:9Þ

has a stabilizing solution X (i.e. A� SX þMX is stable) and that additionally A� SX is

stable. Furthermore, assume that there exists a real symmetric n� n matrix Y that

satisfies the matrix inequality

Qþ ATY þ YA� YSY � 0: ð9:3:10Þ
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Define �FF :¼ �R�1BTX and �wwðtÞ :¼ V�1ETXeðA�SXþMXÞtx0. Then the matrix �FF belongs to
�FF , the function �ww is in L

q
2ð0;1Þ, and for all F 2 F and w 2 L

q
2ð0;1Þ

Jð�FF;w; x0Þ � Jð�FF; �ww; x0Þ � JðF; �ww; x0Þ:
Moreover, Jð�FF; �ww; x0Þ ¼ xT0Xx0: &

Notice that if Q � 0, condition (9.3.10) is trivially satisfied by choosing Y ¼ 0. Corollary

9.9 summarizes the consequences of Theorem 9.8 for the problem (9.3.3) posed at the

beginning of this Section.

Corollary 9.9

Let the assumptions of Theorem 9.8 hold and let X, �FF and �ww be as in that theorem. Then

min
F2F

sup
w2Lq

2
ð0;1Þ

JðF;w; x0Þ ¼ max
w2Lq

2
ð0;1Þ

Jð�FF;w; x0Þ ¼ xT0Xx0

and

max
w2Lq

2
ð0;1Þ

inf
F2F

JðF;w; x0Þ ¼ min
F2F

JðF; �ww; x0Þ ¼ xT0Xx0: &

Example 9.1

In Example 5.5 we considered the minimization of

J :¼
ð1
0

fxTðtÞxðtÞ þ 2u2ðtÞgdt;

subject to the system

_xxðtÞ ¼ 1 0

0 �1

� �
xðtÞ þ 1

0

� �
uðtÞ; xð0Þ ¼ 1

2

� �
:

Assume that the input channel used by the control designer is corrupted by noise. The

control designer includes this information by considering the adapted optimization problem

min
F2F

sup
w2L2ð0;1Þ

ð1
0

fxTðtÞxðtÞ þ 2u2ðtÞ � vw2ðtÞgdt;

subject to the system

_xxðtÞ ¼ 1 0

0 �1

� �
xðtÞ þ 1

0

� �
uðtÞ þ 1

0

� �
wðtÞ; xð0Þ ¼ 1

2

� �
:

Here v is some parameter expressing the magnitude of the noise expected by the control

designer. We will assume that v > 2. This assumption can be justified, for example, if the

control designer knows that the input signal dominates the noise.
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Since (using the notation of Theorem 9.8) matrix Q ¼ I � 0; then according to

Theorem 9.8, this problem has a solution F̂F 2 F if the following algebraic Riccati

equation

1 0

0 1

� �
þ 1 0

0 �1

� �
X þ X

1 0

0 �1

� �
� X

1
2

0

0 0

� �
X þ X

1
v

0

0 0

� �
X ¼ 0;

has a solution X such that both

1 0

0 �1

� �
�

1
2
� 1

v
0

0 0

� �
X and

1 0

0 �1

� �
�

1
2

0

0 0

� �
X

are stable.

Simple calculations show that

X ¼ x1 0

0 1
2

� �
; with x1 ¼

1þ
ffiffiffiffiffiffiffiffiffiffi
3
2
� 1

v

q
1
2
� 1

v

is the solution of this Riccati equation which satisfies both the above mentioned stability

requirements. Therefore, the resulting optimal control and cost are

u�ðtÞ ¼ � 1

2
½x1; 0�xðtÞ; and J� ¼ 2þ x1;

respectively. Notice that, if v ! 1, the optimal control and cost converge to those of the

‘noise-free’ case. Furthermore, we see that the input gain x1 is a monotonically

decreasing function of v on ð2;1Þ, with lim
v#2

x1ðvÞ ¼ 1. This implies that the less the

control designer expects that the input signal can be discerned from the noise, the more

control efforts will be used to accomplish the system stabilization goal. &

Example 9.2

Consider a salesperson who can sell any amount of their products at a prespecified price

p. This salesperson has an initial stock q0 of some goods sell. The costs of selling,

warehousing and advertising are a quadratic function of the amount of sold goods. Some

of these goods are, unfortunately, returned. The cost associated with returned goods is

also assumed to be a quadratic function of this amount. The salesperson uses the

following stylized model

_qqðtÞ ¼ �uðtÞ þ wðtÞ; qð0Þ ¼ q0;

where qðtÞ is the stock of the goods, uðtÞ the number of products sold and wðtÞ the

number of goods returned. The optimization problem is formulated as follows

max
u2F aff

inf
w2L2ð0;1Þ

ð1
0

e�rtfpqðtÞ � u2ðtÞ þ vw2ðtÞgdt;
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where

F aff :¼ uð:Þ j uðtÞ ¼ f1qðtÞ þ f2; with f1 <
1

2
r

� �
:

In this model v > 1 is a measure of the proportion of the goods that will be returned and

r > 0 is a discount factor. Now, let xTðtÞ :¼ ½qðtÞ 1�. Then the optimization problem can

be rewritten as

min
u

sup
w2L2ð0;1Þ

ð1
0

e�rt xTðtÞ 0 � 1
2
p

� 1
2
p 0

� �
xðtÞ þ u2ðtÞ � vw2ðtÞ

� �
dt;

subject to the dynamics

_xxðtÞ ¼ 0 0

0 0

� �
xðtÞ þ �1

0

� �
uðtÞ þ 1

0

� �
wðtÞ:

Next, introducing ~xxðtÞ :¼ e�
1
2
rtxðtÞ, ~uuðtÞ :¼ e�

1
2
rtuðtÞ and ~wwðtÞ :¼ e�

1
2
rtwðtÞ, the optimiza-

tion problem can be rewritten in standard form as

min
~uu2F

sup
~ww2L2ð0;1Þ

ð1
0

~xxTðtÞ 0 � 1
2
p

� 1
2
p 0

� �
~xxðtÞ þ ~uu2ðtÞ � v~ww2ðtÞ

� �
dt;

subject to the dynamics

_~xx~xxðtÞ ¼ � 1
2
r 0

0 � 1
2
r

� �
~xxþ �1

0

� �
~uuðtÞ þ 1

0

� �
~wwðtÞ:

According to Theorem 9.8 this problem has a solution if the algebraic Riccati equation

0 � 1
2
p

� 1
2
p 0

� �
� rX þ �1þ 1

v

� 	
X

1 0

0 0

� �
X ¼ 0

has a solution X such that both � 1
2
I � 1 0

0 0

� �
X and � 1

2
I þ �1þ 1

v

� � 1 0

0 0

� �
X are

stable, and the matrix inequality

0 � 1
2
p

� 1
2
p 0

� �
� rY � Y

1 0

0 0

� �
Y � 0

has a symmetric solution Y .

It is easily verified that the latter inequality is satisfied if we choose, for example,

Y ¼
�1
2
r �2p

r
�2p
r

�5p2

r3

" #
: With X :¼ x1 x2

x2 x3

� �
, the algebraic Riccati equation has an appro-
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priate solution if and only if the following three equations

�rx1 þ �1þ 1

v

� 	
x21 ¼ 0

� 1

2
p� rx2 þ �1þ 1

v

� 	
x1x2 ¼ 0

�rx3 þ �1þ 1

v

� 	
x22 ¼ 0:

have a solution ðx1; x2; x3Þ satisfying � 1
2
r � x1 < 0 and � 1

2
r þ �1þ 1

v

� �
x1 < 0. Direct

substitution shows that

X ¼ 0 �p
2r

�p
2r

�1þ 1
v

� �
p2

4r3

� �

satisfies the (in)equalities.

So, according to Theorem 9.8, the optimal control is

~uuðtÞ ¼ p

2r
e�

1
2
rt:

Or, stated in the original model parameters,

uðtÞ ¼ p

2r
:

So, within the class of affine strategies, the optimal policy is constantly to sell a fixed

number p
2r
of goods. Notice that, in particular, this quantity does not depend on the stock of

goods and the parameters modeling the consequences of expected returned goods. &

We conclude this Section by considering the question under which conditions the

assumption that the algebraic Riccati equation (9.3.9) has a symmetric solution such

that both AþMX � SX and A� SX are stable is also a necessary condition in order to

conclude that (9.3.3) is finite. Theorem 9.10, below, shows that this condition must hold if

the infimum in (9.3.3) is achieved at some �FF 2 �FF . The proof of this theorem is provided

in the Appendix at the end of this chapter.

Theorem 9.10

Assume there exists an �FF 2 �FF such that for each x0 2 Rn

min
F2 �FF

sup
w2Lq

2
ð0;1Þ

JðF;w; x0Þ ¼ max
w2Lq

2
ð0;1Þ

Jð�FF;w; x0Þ:

Then the algebraic Riccati equation (9.3.9) has a stabilizing solution X. Furthermore, the

matrix A� SX is stable and �FF ¼ �R�1BTX. &

A direct consequence of this result and the discussion after Theorem 9.8 is the following

corollary.
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Corollary 9.11

Let Q � 0. Then, there exists an �FF 2 �FF such that for each x0 2 Rn

min
F2 �FF

sup
w2Lq

2
ð0;1Þ

JðF;w; x0Þ ¼ max
w2Lq

2
ð0;1Þ

Jð�FF;w; x0Þ

if and only if the algebraic Riccati equation

Qþ ATX þ XA� XSX þ XMX ¼ 0

has a solution X such that both A� SX þMX and A� SX are stable.

Furthermore,

�FF :¼ �R�1BTX and �wwðtÞ :¼ V�1ETXeðA�SXþMXÞtx0

are the worst-case optimal feedback and disturbance, respectively.

Finally, Jð�FF; �ww; x0Þ ¼ xT0Xx0: &

9.4 The one-player scalar case

This Section elaborates on the scalar case of the one-player problem (9.3.1) and (9.3.2).

That is, we look for conditions on the parameters under which

�JJ :¼ inf
f2F

sup
w2Lq

2
ð0;1Þ

Jð f ;w; x0Þ ð9:4:1Þ

exists. Furthermore, the role condition (9.3.10) plays in Theorem 9.8 will be explained.

We begin with necessary and sufficient conditions under which the supremum in the

inner optimization problem of (9.4.1) takes a finite value.

Lemma 9.12

Let f 2 F be fixed. Then sup
w2Lq

2
ð0;1Þ

Jð f ;w; x0Þ is finite if and only if

gð f Þ :¼ ðaþ bf Þ2 � mðqþ f 2rÞ � 0:

Furthermore, if this supremum is finite its value is � 1
2
ðqþ f 2rÞx20=ðaþ bf Þ if e ¼ 0 and

is �ðaþ bf þ ffiffiffiffiffiffiffiffiffi
gðf Þp Þx20=m otherwise.

Proof

If e ¼ 0, the supremum is achieved at w ¼ 0 and so it is finite for any f 2 F also in this

case m ¼ e2=v ¼ 0 and so trivially gðf Þ � 0. If e 6¼ 0, the pair ðaþ bf ; eÞ is controllable.
According to the Note following Example 5.5 (or using elementary analysis) the

supremum is finite if and only if the algebraic Riccati equation

mx2 þ 2ðaþ bf Þxþ qþ f 2r ¼ 0 ð9:4:2Þ
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has a real solution. Furthermore, the value of the supremum is x20xs, where xs is the smallest

solution of equation (9.4.2). From this, the above statement follows directly. &

Next, we consider the outer minimization in (9.4.1). From Lemma 9.12 it is clear that the

case e ¼ 0 is a special one. Therefore, this case is analyzed separately.

Theorem 9.13

Suppose e ¼ 0 in the scalar version of equations (9.3.1) and (9.3.2). Let t :¼ a2 þ sq. Then

1. if b 6¼ 0 and

(i) t > 0, �JJ ¼ ðqsþ ðaþ ffiffi
t

p Þ2Þ=2s ffiffi
t

p
and �ff ¼ �ðaþ tÞ=b,

(ii) t ¼ 0, �JJ ¼ a=s and the infimum in problem (9.4.1) is not achieved (actually, the

infimum is attained at f ¼ �a=b),

(iii) t < 0, �JJ ¼ �1;

2. If b ¼ 0, then �JJ exists if and only if a < 0. Furthermore, �JJ ¼ �q=ð2aÞ and �ff ¼ 0.

Proof

All statements follow by an elementary analysis of the function F 3 f 7!
� 1

2
ðqþ f 2rÞ=ðaþ bf Þ (see Lemma 9.12). If t > 0 this function has a unique minimum

at �ff ; if t ¼ 0 its graph is a line; if t < 0 it is a monotonic function that has a vertical

asymptote at f ¼ �a=b: &

Next, consider the case e 6¼ 0 or, equivalently, m 6¼ 0. Let

�F eF e :¼ ff 2 F j gðf Þ ¼ ðaþ bf Þ2 � mðqþ f 2rÞ � 0g: ð9:4:3Þ

By Lemma 9.12, �F eF e is the set of all stabilizing feedback ‘matrices’ for which

sup
w2Lq

2
ð0;1Þ

Jðf ;w; x0Þ is finite. Moreover according to this Lemma 9.12 for each f 2 �F eF e

this supremum equals x20xsðf Þ, where xsð f Þ is given by

xsðf Þ ¼ � aþ bf þ ffiffiffiffiffiffiffiffiffi
gðf Þp

m
:

So solving problem (9.4.1) is now reduced to looking for the infimum of xsðf Þ over all f in
the set �F eF e. Obviously to find this infimum the domain �F eF e first has to be fixed. Lemma

9.14, below, characterizes this domain in geometric terms.

Lemma 9.14

Assume e 6¼ 0. The set �F eF e defined in equation (9.4.3) is either empty, a single point, a

half-line, a bounded interval, or the union of a half-line and a bounded interval.
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Proof

Define G :¼ f f j ðaþ bf Þ2 � mðqþ f 2rÞ � 0g. Then �F eF e ¼ G \ F . Note that F is an

open half-line. To determine G, consider the graph of gðf Þ :¼ ðaþ bf Þ2�
mðqþ f 2rÞ; f 2 R. If g is concave, G is a closed interval (possibly empty) or just a

single point. So �F eF e is also a possibly empty interval or single point. If g is convex, G
consists of either the whole real line or the union of two closed half-lines. From this the

other possibilities mentioned in the lemma are easily established. &

Notice that whenever �F eF e consists of more than one single point, one can use differentiation

arguments to investigate the finiteness of equation (9.4.1). However, from Lemma 9.14 it

follows that �F eF e may either be empty or consist of just one single point. In these cases

differentiation arguments make no sense. Therefore, these two cases are now elaborated.

Theorem 9.15

Let e 6¼ 0. Then

1. �F eF e ¼ ; if and only if s < m and either (i) a2 þ qðs� mÞ< 0 or (ii) a2 þ qðs� mÞ � 0,

a � 0 and a2 þ qs � 0 – in this case, �JJ ¼ 1;

2. �F eF e consists of only one point if and only if simultaneously s� m < 0,

a2 þ qðs � mÞ ¼ 0 and �ma=ðs� mÞ < 0 hold. Then, �JJ ¼ a=ðs� mÞ and �ff ¼ �ab=

ðrðs� mÞÞ.

Proof

1. �F eF e ¼ ; if and only if (see Lemma 9.14) either G is empty, or the inter Section of F
with G (with G a bounded interval) is empty. The first case occurs if both s� m < 0

and a2 þ qðs� mÞ < 0. The second case occurs if s� m < 0, a2 þ qðs� mÞ � 0 and

(assume without loss of generality b > 0) �a=b � �ðab=r þ ffiffiffiffiffiffiffiffi
m=r

pffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ qðs� mÞp Þ=ðs� mÞ. This holds if and only if a � 0 and a2 þ qs � 0.

2. �F eF e consists of only one point if and only if gðf Þ ¼ 0 has exact one solution in F .

Elementary calculations then show the stated result. &

Note

It is easily verified that the conditions of Theorem 9.15 are not met if the equation (9.3.9),

qþ 2ax� sx2 þ mx2 ¼ 0;

has a stabilizing solution x� (i.e. aþ ðm� sÞx� < 0) for which additionally a� sx� < 0.

That is, under assumption (9.3.9) of Theorem 9.8 the set �F eF e is either a half-line, a

bounded interval or the union of both these two sets (see Lemma 9.14). &

Next consider the case G ¼ R. Or, in terms of the system parameters, s > m and

a2 þ qðs� mÞ � 0. It can be shown that under these conditions the derivative of xsðf Þ
is negative. So, the infimum is finite, but is attained at the boundary of F .
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With this, the analysis of the case that the parameters satisfy a2 þ qðs� mÞ � 0 is

almost complete. The only case that has not been dealt with yet is s ¼ m. Obviously, if

s ¼ m, a2 þ qðs� mÞ � 0 if and only if a ¼ 0. It is then easily verified that x0sð f Þ < 0

again. So, in this case as well a finite infimum is attained at the boundary of F .

Finally, consider the case that a2 þ qðs� mÞ > 0. Elementary calculations show that in

that case the derivative of xsð f Þ has a unique zero f �. This zero coincides with �ðb=rÞx�,
where x� is the smallest solution of the algebraic Riccati equation (9.3.9). Furthermore,

by differentiating equation (9.4.2) twice it is easily seen that x00s ðf �Þ < 0; so xsðf Þ has a
minimum at f �. Moreover, gðf �Þ ¼ ða� sx� þ mx�Þ2 � 0. So, f � 2 G. If additionally

a� sx� 2 F , then xsðf Þ has a minimum in �F eF e which, moreover, is a global minimum if,

for example, �F eF e is connected. On the other hand, it is clear that if a� sx� 62 F the

infimum value is again attained at the boundary of F . The following example illustrates

the case in which �F eF e is not connected.

Example 9.3

Let a ¼ 5, b ¼ 1, m ¼ 1, r ¼ 1
9
and q ¼ �3. Then, �FF e ¼ ð�1;�6Þ [ �5 1

4
;�5

� �
.

Moreover, Jð�5; �ww; x0Þ ¼ � 1
3

ffiffiffi
2

p
x20, f

� ¼ �6 3
4
and Jð f �; �ww; x0Þ ¼ 3

4
x20. In this case the

infimum is not achieved. Note that if f ¼ �5 the worst-case action (from the player’s

point of view) the disturbance can take is to stabilize the system since the player’s aim is

to maximize the revenues x (subject to the constraint that the undisturbed closed-loop

system must be stable). &

The following lemma gives conditions, in terms of the problem parameters, under which

a nonempty set �F eF e is not connected.

Lemma 9.16

Assume that �F eF e 6¼ ;. Then �F eF e is not connected if and only if the following four

conditions are satisfied

(i) s� m > 0

(ii) a2 þ qðs� mÞ � 0

(iii) a2 þ qs < 0

(iv) a > 0.

Proof

If g is concave (see proof Lemma 9.14), the set �F eF e is an interval and is thus connected. It

is easily verified that this situation occurs if and only if s� m � 0. Next consider the case

that g is convex. If g has no zeros it is obvious that �F eF e is connected. This occurs if and

only if a2 þ ðs� mÞq < 0. Otherwise, G ¼ ð�1; a0Þ [ ða1;1Þ. Then, �F eF e is connected if

and only if (assume without loss of generality b > 0) �a=b � �ðabþffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2b2 � ða2 � mqÞðb2 � mrÞp Þ=ðrðs� mÞÞ. This condition holds if and only if either

a � 0 or a2 þ qs � 0. &
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If �F eF e is not connected, Jðf ; �wwðf Þ; x0Þ does not have a global minimum since

Jð�a=b; �wwð�a=bÞ; x0Þ ¼ �
� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

�mðqþ a2=sÞ
p

=m

	
x20 < 0

< aþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ qðs� mÞ

p
 �
=ðs� mÞx20 ¼ Jð f �; �wwðf �Þ; x0Þ:

Actually one can show that xsðf Þ again attains an infimum at the boundary of the

stabilization constraint interval �a=b. So we conclude the following theorem.

Theorem 9.17

Consider the scalar version of the one-player game (9.3.1) and (9.3.2). Assume that the

set �F eF e defined in equation (9.4.3) has more than one element and that e 6¼ 0. Then

1. the one-player game has a solution if and only if either one of the four conditions in

Lemma 9.16 is violated and equation (9.3.9) has a stabilizing solution x� for which

additionally a� sx� is stable – in that case the optimal feedback and worst-case

disturbance are �ff :¼ � b
r
x� and �wwðtÞ :¼ e

v
x�eða�sx�þmx�Þtx0;

2. if the conditions in part 1 are not met, the infimum in equation (9.4.1) is attained at the

boundary of the stabilization constraint interval � a
b
and �JJ ¼ J � a

b
; �ww � a

b

� �
; x0

� �
. &

Note

The assumption in Theorem 9.8 that there exists a number y such that qþ 2ay� sy2 � 0

is equivalent to the assumption that a2 þ qs � 0. According to Lemma 9.16 this condition

(together with assumption (9.3.9), see the Note following Theorem 9.15) is enough to

conclude that in the scalar case the set �F eF e will be connected. So for the scalar case,

Theorem 9.8 is a special case of Theorem 9.17, part 1. &

Example 9.4

Reconsider Example 7.8 (see also Example 3.25). The problem that will now be

addressed is to find

inf
g2F

sup
w2L2

L�ðg;wÞ ð9:4:4Þ

where

L�ðg;wÞ :¼
ð1
0

fx2ðtÞ þ �g2ðtÞgdt � �

ð1
0

w2ðtÞdt:

subject to

_xxðtÞ ¼ ���xðtÞ þ �gðtÞ þ wðtÞ; xð0Þ ¼ x0: ð9:4:5Þ
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By either Theorem 9.17, part 1, or Corollary 9.11, this problem has a solution if and

only if

1� 2��x� �2

�
� 1

�

� 	
x2 ¼ 0 ð9:4:6Þ

has a solution �pp� such that both ��� � �2

� � 1
�


 �
�pp� < 0 and ��� � �2

�
�pp� < 0.

According to Example 7.8

�pp� ¼ 1

�� þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2�2 þ �2

� � 1
�

q > 0:

From this it is easily verified that the problem will have a solution if and only if

�2�2 þ �2

�
� 1

�

� 	
> 0:

That is, for all � > �̂� :¼ 1

�2�2 þ �2

�

the optimal worst-case control is

g�ðtÞ ¼ � �

�
�pp�xðtÞ;

where xðtÞ is the solution of the differential equation

_xxðsÞ ¼ ��� � �2

�
�pp�

� 	
xðsÞ þ ~wwðsÞ; xð0Þ ¼ x0;

at time t and ~ww is the realization of the disturbance up to time t. For all � � �̂� there exists

no worst-case optimal control.

Recall that the evolution of the state under the optimal open-loop worst-case control is

_xxðsÞ ¼ ���xðsÞ � �2

�
�pp�e

���� �2

� � 1
�

� �
�pp�

� �
sx0 þ ~wwðsÞ; xð0Þ ¼ x0:

Comparing both closed-loop systems we see that in the feedback information case, in

general the system converges faster to zero. This is because on the one hand

�� þ �2

�
�pp� > �� and on the other hand the feedback system does not contain an additional

external term, that can usually be viewed as an additional disturbance.

Furthermore, the conclusion in the open-loop case that the smaller the government

chooses � the more active control policy it will use carries over to this case. Moreover, we

see that the set of risk-attitude parameters for which a solution exists is in this feedback

information case larger than that for the open-loop case. From an intuitive point this

is something that one would expect. In the feedback case the players can react to

the disturbance during the evolution of the game and adapt their action accordingly,
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something which is not possible in the open-loop case. So, wilder disturbances (from the

governments point of view) can be dealt with. Notice that the closer one chooses � to �̂�
the better the estimate obtained for the performance: with x0 ¼ 0,

ð1
0

fx2ðtÞ þ �g2ðtÞgdt � �

ð1
0

w2ðtÞdt; 8w 2 L2:

However, although this estimate becomes better the reverse is that the system becomes

almost unstable under the worst-case disturbance scenario if � is close to �̂�. &

9.5 The two-player case

Next we study the two-player case. That is, we consider

_xxðtÞ ¼ ðAþ B1F1 þ B2F2ÞxðtÞ þ EwðtÞ; xð0Þ ¼ x0; ð9:5:1Þ

with ðA; ½B1; B2�Þ stabilizable, ðF1;F2Þ 2 F and

JiðF1;F2;w; x0Þ ¼
ð1
0

fxTðtÞðQi þ FT
1 Ri1F1 þ FT

2 Ri2F2ÞxðtÞ � wTðtÞViwðtÞgdt: ð9:5:2Þ

Here the matrices Qi;Rij and Vi are symmetric, Rii > 0, Vi > 0, and

F :¼ fðF1;F2ÞjAþ B1F1 þ B2F2 is stableg:

For this game we want to determine all soft-constrained Nash equilibria. That is, to find

all ð�FF1; �FF2Þ 2 F such that

sup
w2Lq

2
ð0;1Þ

J1ð�FF1; �FF2;w; x0Þ � sup
w2Lq

2
ð0;1Þ

J1ðF1; �FF2;w; x0Þ; for all ðF1; �FF2Þ 2 F ð9:5:3Þ

and

sup
w2Lq

2
ð0;1Þ

J2ð�FF1; �FF2;w; x0Þ � sup
w2Lq

2
ð0;1Þ

J2ð�FF1;F2;w; x0Þ; for all ð�FF1;F2Þ 2 F ð9:5:4Þ

for all x0 2 Rm.

From Corollary 9.9, a sufficient condition for the existence of a soft-constrained

feedback Nash equilibrium follows in a straightforward way. Using, throughout this

Section, the shorthand notation

Si :¼ BiR
�1
ii BT

i ; Sij :¼ BiR
�1
ii RjiR

�1
ii BT

i ; i 6¼ j; and Mi :¼ EV�1
i ET ;

we have the following result.
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Theorem 9.18

Consider the differential game defined by expressions (9.5.1)–(9.5.4). Assume there exist

real symmetric n� n matrices Xi; i ¼ 1; 2; and real symmetric n� n matrices

Yi; i ¼ 1; 2; such that

� ðA� S2X2ÞTX1 � X1ðA� S2X2Þ þ X1S1X1 � Q1 � X2S21X2 � X1M1X1 ¼ 0; ð9:5:5Þ
� ðA� S1X1ÞTX2 � X2ðA� S1X1Þ þ X2S2X2 � Q2 � X1S12X1 � X2M2X2 ¼ 0; ð9:5:6Þ
A� S1X1 � S2X2 þM1X1 and A� S1X1 � S2X2 þM2X2 are stable; ð9:5:7Þ
A� S1X1 � S2X2 is stable; ð9:5:8Þ
� ðA� S2X2ÞTY1 � Y1ðA� S2X2Þ þ Y1S1Y1 � Q1 � X2S21X2 � 0; ð9:5:9Þ
� ðA� S1X1ÞTY2 � Y2ðA� S1X1Þ þ Y2S2Y2 � Q2 � X1S12X1 � 0: ð9:5:10Þ

Define F ¼ ðF1;F2Þ by

Fi :¼ �R�1
ii BT

i Xi; i ¼ 1; 2:

Then F 2 F , and F is a soft-constrained Nash equilibrium. Furthermore, the worst-case

signal �wwi from player i0s perspective is

�wwðtÞ ¼ V�1
i ETXie

ðA�S1X1�S2X2þMiXiÞtx0:

Moreover the costs for player i under their worst-case expectations are

J
SC

i ðF1;F2; x0Þ ¼ xT0Xix0; i ¼ 1; 2:

Conversely, if ð�FF1; �FF2Þ is a soft-constrained Nash equilibrium, the equations (9.5.5)–

(9.5.8) have a set of real symmetric solutions ðX1;X2Þ.

Proof

The assumption (9.5.8) immediately implies that F 2 F . Let x0 2 Rn and 1 � i � 2. Let

the functional � be defined by

� : fF 2 Rmi�n j F�iðFÞ 2 F�! R; �ðFÞ ¼ J
SC

i ðF�iðFÞ; x0Þ:

We need to show that this function is minimal at F ¼ Fi. We have

�ðFÞ ¼ sup
w2Lq

2
ð0;1Þ

ð1
0

xT Qi þ
X2
j 6¼i

XjSijXj þ FTRiiF

 !
x� wTViw

!
dt

 

where x follows from

_xx ¼ A�
X2
j 6¼i

SjXj þ BiF

 !
xþ Ew; xð0Þ ¼ x0:
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This function � coincides with the function J, as defined in Theorem 9.8, with A replaced

by A�P2
j6¼i

SjXj, B :¼ Bi, Q :¼ Qi þ
P2
j 6¼i

XjSijXj, R :¼ Rii, V ¼ Vi, and the same values for

E and x0. It is easily seen that the conditions (9.5.5)–(9.5.10) guarantee that the conditions

of Theorem 9.8 are satisfied with X :¼ Xi and Y ¼ Yi. So, according to Theorem 9.8, the

function � is minimal at F ¼ �R�1
ii BT

i Xi ¼ Fi and w ¼ �wwi, and the minimal value is

xT0Xix0.

The converse statement follows directly from Theorem 9.10. Assume that ð�FF1; �FF2Þ is a
soft-constrained Nash equilibrium. Then both the optimization problems (9.5.3) and

(9.5.4) have a solution. So, by Theorem 9.10, the algebraic Riccati equation

Q1 þ ðAþ B2
�FF2ÞTX1 þ X1ðAþ B2

�FF2Þ � X1S1X1 þ X1M1X1 ¼ 0

has a solution X1 such that both A� S1X1 þ B2
�FF2 and Aþ B2

�FF2 þ ðM1 � S1ÞX1 are

stable. Furthermore, according to this theorem, �FF1 ¼ �R�1BT
1X1.

Similarly it also follows that the algebraic Riccati equation

Q2 þ ðAþ B1
�FF1ÞTX2 þ X2ðAþ B1

�FF1Þ � X2S2X2 þ X2M2X2 ¼ 0

has a solution X2 such that both Aþ B1
�FF1 � S2X2 and Aþ B1

�FF1 þ ðM2 � S2ÞX2 are

stable, whereas �FF2 ¼ �R�1
2 BT

2X2: Substitution of �FFi ¼ �R�1
i BT

i Xi; i ¼ 1; 2; into both

these algebraic Riccati equations then shows the result. &

Corollary 9.19

If Qi � 0; i ¼ 1; 2, and Sij � 0; i; j ¼ 1; 2, the matrix inequalities (9.5.9)–(9.5.10) are

trivially satisfied with Yi ¼ 0; i ¼ 1; 2. So, under these conditions the differential game

defined by (9.5.1)–(9.5.4) has a soft-constrained Nash equilibrium if and only if the

equations (9.5.5)–(9.5.8) have a set of real symmetric n� n matrices Xi; i ¼ 1; 2. &

Example 9.5

Consider the differential game where two players have to solve a regulator problem

defined by

min
u1¼F1x

ð1
0

xTðtÞ
7 13

13 40

" #
xðtÞ þ uT1

1 �1

�1 2

" #
u1ðtÞ

( )
dt and

min
u2¼F2x

ð1
0

xTðtÞ
18 �3

�3 41

" #
xðtÞ þ uT2

1 0

0 1
2

" #
u2ðtÞ

( )
dt;

where ðF1;F2Þ 2 F , subject to the dynamics

_xxðtÞ ¼ �1 0

0 �2

� �
xðtÞ þ u1ðtÞ þ u2ðtÞ; xð0Þ ¼ x0:
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Then, with

K1 :¼ 1 1

1 2

� �
and K2 :¼ 2 �1

�1 3

� �
; ð9:5:11Þ

Ki; i ¼ 1; 2; is a stabilizing set of solutions of the algebraic Riccati equations (8.3.3) and

(8.3.4). So, according to Theorem 8.5,

u�1 ¼ � 3 4

2 3

" #
xðtÞ

u�2 ¼ � 2 �1

�2 6

" #
xðtÞ

constitute a set of feedback Nash equilibrium actions for this regulator game.

Next assume that the dynamics are subject to noise, which is modeled as follows

_yyðtÞ ¼ �1 0

0 �2

� �
yðtÞ þ u1ðtÞ þ u2ðtÞ þ wðtÞ; xð0Þ ¼ x0;

where wð:Þ 2 L22 is some deterministic noise. The players deal with this uncertainty by

considering the following worst-case cost functions

J1 :¼
ð1
0

xTðtÞ
7 13

13 40

" #
xðtÞ þ uT1

1 �1

�1 2

" #
u1ðtÞ � 3

656
wTðtÞ

93 66

66 68

" #
wðtÞ

( )
dt and

J2 :¼
ð1
0

xTðtÞ
18 �3

�3 41

" #
xðtÞ þ uT2

1 0

0 1
2

" #
u2ðtÞ � 3

4382
wTðtÞ

730 �530

�530 835

" #
wðtÞ

( )
dt:

Notice that since, approximately, V1 ¼ 0:5569 0:3952
0:3952 0:3772

� �
and V2 ¼

0:4998 �0:3628
�0:3628 0:5717

� �
both players expect an impact of the noise that could be rather

severe. Then,

X1 :¼ 3

2

1 1

1 2

� �
and X2 :¼ 3

2

2 �1

�1 3

� �
; ð9:5:12Þ

satisfy equations (9.5.5)–(9.5.8). Moreover, since Qi > 0; the inequalities (9.5.9)–(9.5.10)
are satisfied with Yi ¼ 0; i ¼ 1; 2: Therefore, according to Theorem 9.18,

u�1 ¼ � 3

2

3 4

2 3

� �
xðtÞ

u�2 ¼ � 3

2

2 �1

�2 6

� �
xðtÞ

constitute a soft-constrained Nash equilibrium.
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Comparing expressions (9.5.11) and (9.5.12) we see that the consideration of the above

adapted cost function results in a worst-case cost increase of 50% for both players.

Furthermore, both players use more control to realize their primary regulation goal.

More in general, it follows that if we consider in the above formulation for d > 1

V1 ¼ d2

ð2d þ 3Þð30d þ 37Þðd � 1Þ
17d þ 21; 12d þ 15

12d þ 15; 12d þ 16

" #
and

V2 ¼ 5d2

ð406d2 þ 1096d þ 729Þðd � 1Þ
26d þ 34; �ð20d þ 23Þ

�ð20d þ 23Þ; 31d þ 37

" #
;

then

X1 ¼ d � 1 1

1 2

� �
and X2 :¼ d

2 �1

�1 3

� �
;

satisfy equations (9.5.5) and (9.5.6). Since

A� S1X1 � S2X2 þM1X1 ¼ 1

d

�ð5d2 þ 1Þ; �ð15d2 þ 2d � 14Þ
5d2 þ d � 6; 13d2 þ 3d � 27

" #
; and

A� S1X1 � S2X2 þM2X2 ¼ 1

5d

17d2 þ 4d � 51; 14d2 þ 3d � 32

14d2 � 2d � 12; 13d2 þ 11d � 79

" #
;

an inspection of the eigenvalues of both matrices shows that both these matrices only

have stable eigenvalues if d < �3þ ffiffiffiffiffiffi
905

p
16

¼: d0. Moreover, it is easily verified that the

closed-loop system (9.5.8) is always stable.

So, for 1 < d < d0, ViðdÞ; i ¼ 1; 2; represents the noise-weighting matrices that

correspond with a worst-case equilibrium cost for both players that is a factor d of the

‘noise-free’ regulator equilibrium cost. For example, the noise-weighting matrices that

correspond with a worst-case cost that is 10% above the noise-free cost are obtained by

taking d ¼ 1:1, which gives

V1 ¼ 1:3197 0:9374
0:9374 0:9707

� �
and V2 ¼ 1:5612 �1:1223

�1:1223 1:7732

� �
;

whereas d ¼ 1:01 gives

V1 ¼ 11:5251 8:1887
8:1887 8:4906

� �
and V2 ¼ 13:6595 �9:7924

�9:7924 15:4843

� �
:

From this we observe that for large Vi; i ¼ 1; 2; there is almost no effect on the

equilibrium cost and control actions for both players, compared with the noise-free

case. Conversely, if these matrices Vi are ‘small’, a small change in Vi has a large effect

on both the cost and control actions. &
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9.6 A fishery management game

This Section illustrates some consequences of taking deterministic noise into account by

means of a simple fishery management problem. Consider two fishermen who fish in a

lake. Let s be the number of fish in the lake. Assume that the price pðtÞ the fishermen get

for their fish is fixed, i.e.

pðtÞ ¼ p:

The growth of the fish stock in the lake is described by

_ssðtÞ ¼ 	sðtÞ � u1ðtÞ � u2ðtÞ � wðtÞ; sð0Þ ¼ s0 > 0

where w is a factor which has a negative impact on the growth of the fish stock (e.g. water

pollution, weather, birds, local fishermen, etc.). Both fishermen have their own expecta-

tions about the consequences of these negative influences on the fish growth and cope

with this by considering the following optimization problem

Ji :¼ min
ui2F aff

sup
w2L2

ð1
0

e�rtf�puiðtÞ þ 
iu
2
i ðtÞ � viw

2ðtÞgdt; i ¼ 1; 2;

where

F aff :¼ ðu1; u2Þ j uiðtÞ ¼ fiisðtÞ þ gi; with 	 � f11 � f22 <
1

2
r

� �
:

In this formulation all constants, r; �i; 	; 
i and vi, are positive. The term 
iu
2
i models the

cost involved for fisherman i in catching an amount ui of fish. We will assume that

vi > 
i; i ¼ 1; 2: That is, each fisherman does not expect that a situation will occur where

the deterministic cost will be larger than his normal cost of operation. Notice that, since in

this formulation the involved cost for the fishermen depends quadratically on the amount

of fish they catch, catching large amounts of fish is not profitable for them. This

observation might model the fact that catching a large amount of fish is, from a practical

point of view, impossible for them. This might be due to either technical restrictions and/

or the fact that there is not an abundant amount of fish in the lake. That is, catching a lot

more fish requires much more advanced technology the cost of which rises quadratically.

Introducing xTðtÞ :¼ ½sðtÞ 1�, the optimization problem can be rewritten as

min
ui2F aff

sup
w2L2ð0;1Þ

ð1
0

e�rt ½xTðtÞ uTi ðtÞ�
0 0 0

0 0 � 1
2
p

0 � 1
2
p 
i

2
4

3
5 xðtÞ

uiðtÞ
� �

� viw
2ðtÞ

8<
:

9=
;dt; i ¼ 1; 2;

subject to the dynamics

_xxðtÞ ¼ 	 0

0 0

� �
xðtÞ þ �1

0

� �
u1ðtÞ þ �1

0

� �
u2ðtÞ þ 1

0

� �
wðtÞ; xð0Þ ¼ s0

1

� �
:

A fishery management game 455



Using the transformation (see Section 3.6, part III)

~uui :¼ ui � p

2
i
; i ¼ 1; 2;

the optimization problem can be rewritten as

min
~uui2F aff

sup
w2L2ð0;1Þ

ð1
0

e�rtf~xxTðtÞ 0 0

0 �p2

4
i

� �
~xxðtÞ þ 
i~uu

2
i ðtÞ � viw

2ðtÞgdt; i ¼ 1; 2;

subject to the dynamics

_~xx~xxðtÞ ¼ 	 �p
2
1

þ �p
2
2

0 0

� �
~xxðtÞ þ �1

0

� �
~uu1ðtÞ þ �1

0

� �
~uu2ðtÞ þ �1

0

� �
wðtÞ; ~xxð0Þ ¼ s0

1

� �
:

With, x̂xðtÞ :¼ e�
1
2
rt~xxðtÞ, ûuiðtÞ :¼ e�

1
2
rt~uuiðtÞ; i ¼ 1; 2; and ŵwðtÞ :¼ e�

1
2
rtwðtÞ, we obtain the

standard formulation

min
ûui2F

sup
ŵw2L2ð0;1Þ

ð1
0

x̂xTðtÞ 0 0

0 �p2

4
i

� �
x̂xðtÞ þ 
iûu

2
i ðtÞ � viŵw

2ðtÞ
� �

dt; i ¼ 1; 2;

subject to the dynamics

_̂xx̂xxðtÞ ¼ 	 � 1
2
r �p

2
1
þ �p

2
2

0 � 1
2
r

� �
x̂xðtÞ þ �1

0

� �
ûu1ðtÞ þ �1

0

� �
ûu2ðtÞ þ �1

0

� �
ŵwðtÞ; x̂xð0Þ ¼ s0

1

� �
:

According to Theorem 9.18 the soft-constrained Nash equilibria for this game are

obtained as

ûuiðtÞ ¼ 1


i
0

� �
Xix̂xðtÞ;

where with

A :¼ 	 � 1
2
r �p

2
1
þ �p

2
2

0 � 1
2
r

" #
; Si :¼

1

i

0

0 0

� �
; Sij ¼ 0; Mi :¼

1
vi

0

0 0

� �
and Qi :¼

0 0

0 �p2

4
i

" #

ðX1;X2Þ solve equations (9.5.5) and (9.5.6) and satisfy the conditions (9.5.7) and (9.5.8).

Notice that with

Yi :¼
0 0

0 �p2

4r
i

" #
; i ¼ 1; 2;

the inequalities (9.5.9) and (9.5.10) are satisfied.

In case the discount factor, r, is more than two times larger than the exogenous growth

rate, 	, of the fish population we see by straightforward substitution that

Xi :¼
0 0

0 �p2

4r
i

� �
; i ¼ 1; 2; ð9:6:1Þ
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satisfy the equations (9.5.5)–(9.5.8). So one soft-constrained Nash equilibrium, in that

case, is provided by

u�i ðtÞ ¼
p

2
i
: ð9:6:2Þ

That is, irrespective of the growth of the fish population, the fishermen catch a constant

amount of fish each time. This amount is completely determined by their cost function

and the price of the fish.

To see whether different equilibria exist, we elaborate on the equations (9.5.5) and

(9.5.6). To that end introduce

X1 ¼:
x1 x2
x2 x3

� �
and X2 ¼:

z1 z2
z2 z3

� �
:

Then, the equations (9.5.5) and (9.5.6) can be rewritten as

�2	 þ r þ 2


2
z1

� 	
x1 þ 1


1
� 1

v1

� 	
x21 ¼ 0 ð9:6:3Þ

p

2
1
þ p

2
2
þ 1


2
z2

� 	
x1 þ r � 	 þ 1


2
z1

� 	
x2 þ 1


1
� 1

v1

� 	
x1x2 ¼ 0 ð9:6:4Þ

p2

4
1
þ p


1
þ p


2
þ 2


2
z2

� 	
x2 þ 1


1
� 1

v1

� 	
x22 þ rx3 ¼ 0 ð9:6:5Þ

�2	 þ r þ 2


1
x1

� 	
z1 þ 1


2
� 1

v2

� 	
z21 ¼ 0 ð9:6:6Þ

p

2
1
þ p

2
2
þ 1


1
x2

� 	
z1 þ r � 	 þ 1


1
x1

� 	
z2 þ 1


2
� 1

v2

� 	
z1z2 ¼ 0 ð9:6:7Þ

p2

4
2
þ p


1
þ p


2
þ 2


1
x2

� 	
z2 þ 1


2
� 1

v2

� 	
z22 þ rz3 ¼ 0: ð9:6:8Þ

From the first equation (9.6.3) it follows that either

ðiÞ x1 ¼ 0 or ðiiÞ 1


1
� 1

v1

� 	
x1 þ 2


2
z1 ¼ 2	 � r:

In case (i), x1 ¼ 0, equations (9.6.4) and (9.6.6) yield that x2 ¼ 0 (under the assumptions

that 	 6¼ r and 	 þ 
2
v2
ð	 � rÞ 6¼ 0). Equation (9.6.5) then shows that necessarily

x3 ¼ � p2

4r
1
. Equations (9.6.6)–(9.6.8) then give that either X2 is as reported in equation

(9.6.1) or

X2 ¼

2v2ð2	�rÞ

v2�
2 �xx2

�xx2 � p2

4r
2
� p

2	
1

1
þ 1


2


 �
�xx2

2
4

3
5; ð9:6:9Þ

where �xx2 ¼ � v2

1ðv2�
2Þ

pð
1þ
2Þð2	�rÞ
2	
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Similarly, a lengthy analysis of case (ii) shows that besides the solutions (9.6.1) and

(9.6.9) this set of equations still has (given our parametric assumptions) two other

solutions. Introducing, for notational convenience,

c :¼ � pð
1 þ 
2Þð2	 � rÞ
2	
1
2

and d :¼ 3v1v2 þ 
1v2 þ 
2v1 � 
1
2;

these solutions are

X1 :¼

1v1ð2	�rÞ

v1�
1 �yy2

�yy2 � p2

4r
1
� p

2	
1

1
þ 1


2


 �
�yy2

2
4

3
5; X2 ¼

0 0

0 � p2

4r
2

� �
; ð9:6:10Þ

where �yy2 ¼ v1
1
ðv1�
1Þ c; and

X1 : ¼

1v1ð
2þv2Þð2	�rÞ

d
�zz2

�zz2 � p2

4r
1
� p

2	
1

1
þ 1


2


 �
�zz2

2
4

3
5;

X2 : ¼

2v2ð
1þv1Þð2	�rÞ

d
~zz2

~zz2 � p2

4r
2
� p

2	
1

1
þ 1


2


 �
~zz2

2
4

3
5; ð9:6:11Þ

where �zz2 ¼ v1
1ðv2þ
2Þ
d

c and ~zz2 ¼ v2
2ðv1þ
1Þ
d

c.

From expressions (9.6.9)–(9.6.11) the following potential equilibrium actions result

ðu�1ðtÞ; u�2ðtÞÞ ¼
p

2
1
;

v2

v2 � 
2
ð2	 � rÞsðtÞ þ cð Þ þ p

2
2

� 	
; ð9:6:12Þ

ðu�1ðtÞ; u�2ðtÞÞ ¼
v1

v1 � 
1
ð2	 � rÞsðtÞ þ cð Þ þ p

2
1
;
p

2
2

� 	
; ð9:6:13Þ

ðu�1ðtÞ; u�2ðtÞÞ ¼
v1ð
2 þ v2Þ

d
ðð2	 � rÞsðtÞ þ cÞ þ p

2
1
;
v2ð
1 þ v1Þ

d

�

� ðð2	 � rÞsðtÞ þ cÞ þ p

2
2

	
; ð9:6:14Þ

respectively.

To see whether they actually can arise as equilibria we have to verify whether there are

parametric conditions such that the stability constraints (9.5.7) and (9.5.8) are met.

Straightforward calculations show that for each of these three equilibria (9.6.12)–(9.6.14)

these stability conditions are satisfied if and only if 2	 � r > 0. As an example consider

the equilibrium strategy (9.6.14). Using this strategy,

A� S1X1 � S2X2 ¼ � ð2	�rÞðv1þ
1Þðv2þ
2Þ
2d

h1

0 � 1
2
r

" #
;
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whereas

A� S1X1 � S2X2 þMiXi ¼ � ð2	�rÞðvi�
iÞðvjþ
jÞ
2d

h2

0 � 1
2
r

" #
; i; j ¼ 1; 2; j 6¼ i:

Here, hi; i ¼ 1; 2; 3; are some parameters which are not important for the stability

analysis. The claim then follows directly by considering the first entry of all these

matrices. All these entries are negative if and only if 2	 � r > 0.

From this analysis it follows that if r > 2	 the game has a unique equilibrium (9.6.2)

which is characterized by the fishing of a fixed amount of fish by both fishermen. Due to

the large discounting rate the players seem to be indifferent to their noise expectations.

This is because the fixed amount of fish they catch is independent of these expectations.

This equilibrium results in a situation where, under the assumptions that the initial fish

stock s0 is larger than p
2	

1

1
þ 1


2


 �
and the deterministic negative impact factor w is not

too large, the amount of fish will grow steadily with a factor 	. Notice that the expected

worst-case revenues (i.e. �J�i ) of fisherman i are �x̂xTð0ÞXix̂xð0Þ ¼ p2

4r
i
; i ¼ 1; 2. This

coincides with the actual revenues obtained using these actions, as measured by

�
ð1
0

e�rtf�puiðtÞ þ 
iu
2
i ðtÞgdt; i ¼ 1; 2:

If r < 2	 a different situation occurs. Then, three different equilibria occur. Two

equilibria correspond to a situation where one fisherman fishes a fixed amount of fish,

whereas the amount of fish the other fisherman catches consists of a fixed amount (that

might be negative, which can be interpreted as that the fisherman plants some fish), and

an additional amount that depends on both the fishstock and his expectations about the

deterministic disturbance. In the third equilibrium both fishermen catch an amount of fish

that depends on the fishstock additional to some fixed (possibly negative) amount.

If gi :¼ viðr � 	Þ � 	
i < 0 and the external factors w are modest, the fish stock will

converge to some fixed amount in the first two equilibria (9.6.12) and (9.6.13),

respectively. This amount depends on the actual realization of the external factor w. In

case gi > 0, on the other hand, the fish stock will grow steadily with a growth factor g

provided s0 >
pð
1þ
2Þ

2	
1
2ðvi�
iÞ ; i ¼ 1; 2 (assuming again that the external factors are not too

unwieldy). The expected worst-case revenues of one of the fishermen, i, in these two

equilibria are p2

4r
i
(which coincide again with his actual obtained revenues), whereas the

revenues under the worst-case realization of the noise for fisherman j are

�J�j ¼ �x̂xT0

j

vj � 
j
H1; j þ H2; j

� 	
x̂x0; ð9:6:15Þ

where

H1; j ¼

jð2	 � rÞ c
j

c
j � pc
j
2	

1

1
þ 1


2


 �" #
and H2; j ¼


jð2	 � rÞ c
j

c
j � p2

4r
j
� pc
j

2	
1

1
þ 1


2


 �" #

A fishery management game 459



i; j ¼ 1; 2; j 6¼ i: Since the amount of fish caught by this fisherman now depends on the

fish stock, and thus in particular on the realization of the disturbance factor w, in general

these worst-case costs will differ from the actual revenues for him.

Notice that both H1;j and H2;j do not depend on the noise parameters and that H1; j is

positive semi-definite. Consequently,

j

vj�
j H1;j in equation (9.6.15) reflects the cost

involved for the fisherman due to his worst-case expectations concerning the external

factor w. This effect is almost negligible if the fisherman expects a modest influence of w

on the fish growth (i.e. if vi is at least several times larger than 
i). In that case the costs J
�
i

are close to the costs the fisherman has in the undisturbed case (vi ¼ 1). In case the

fisherman’s worst-case expectations about w are large (i.e. vi close to 
i) these worst-case
expected costs are completely dominated by


j
vj�
j H1;j. It seems reasonable to take the view

that a fisherman will only go fishing (assuming that he wants to have a profit even under

his worst-case expectations about w) if �J�i is positive. This gives additional conditions

on the parameters that have to be satisfied to consider this equilibrium outcome as a

realistic one. Particularly when there is a very large initial fish stock, these conditions will

usually not be satisfied. However, given our model assumptions this is a situation which

we can rule out. Also, if the expected external factors w become generically dominating

the revenues �J�i become negative. This is because H1;j in equation (9.6.15) is positive

semi-definite. So, in that case as well the equilibrium ceases to exist. Again this case is

intuitively clear. If there is a large amount of ‘external fishing’, almost no fish will be left

in the lake. So the fisherman is confronted with exceptional costs to catch the remainder

of the fish. Since he gets a fixed price on the market for his fish he will quit fishing.

Finally, notice that both
@u�j
@vj
< 0 and

@J�j
@vj
< 0. From this, one conclusion is that the more

fisherman j expects that the fish stock will be disturbed by external factors, the more fish

he will catch himself. Another conclusion is that the expected returns under the worst-

case scenario decrease for a fisherman if he expects more negative external impacts.

In the third equilibrium (9.6.14) the costs for fisherman j are:

J�j ¼ x̂xTð0Þ hjH1; j þ

jð2	�rÞ

3

c
j
3

c
j
3

� p2

4r
j
� pc
j

6	
1

1
þ 1


2


 �
2
4

3
5

0
@

1
Ax̂xð0Þ; ð9:6:16Þ

i; j ¼ 1; 2; j 6¼ i, where hj ¼ 2
ivj�
jviþ
1
2
3d

. For this equilibrium a similar analysis can be

performed as above, leading to similar conclusions. We will not elaborate those points

here.

One way in which this equilibrium differs from the previous one is that the equilibrium

action and expected worst-case revenues depend on the opposing fisherman’s noise

expectations. From equations (9.6.14) and (9.6.16) it follows that both
@u�j
@vi

and
@J�j
@vi

are

negative, whereas both
@u�j
@vj

and
@J�j
@vj

are positive. This implies that each fisherman responds

to an increase in worst-case expectations about the external factors of the other fisherman

by catching more fish. Furthermore, an increase of the worst-case expectations of his

opponent has a negative impact on his worst-case expected revenues. This, contrary to his

own reaction to an increase in worst-case expectations with respect to external factors. If

the fisherman himself expects more ‘disturbances’ he will react by catching less fish

which has a positive impact on his worst-case expected revenues.
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Finally, straightforward calculations show that not one of the three equilibria Pareto

dominates another equilibrium. That is, comparing the worst-case revenues of any two of

the above three equilibria one fisherman is always better off in one equilibrium whereas

the other is better off in the other equilibrium.

In conclusion we observe that taking noise into account has a number of consequences.

First, if the r > 2	, noise does not affect the outcome of the game. The fishermen keep

fishing a fixed amount over time. If r < 2	 the noise expectations do play a role. Three

different equilibria may occur. Two equilibria in which either one of the fishermen sticks

to the noise-free optimal action and the other takes into account the current fish stock and

his worst-case expectations about the external factors in the amount of fish he catches. At

the other equilibrium both fishermen simultaneously take each other’s noise expectations

into account.

In all these equilibria we frequently observe a ‘tragedy of common’s’ effect. That is,

the fishermen react to an expected more disturbed fish stock growth by either himself or

his opponent with increasing the number of fish they catch. Only in the last-mentioned

equilibrium does a reverse reaction occurs – if a fisherman anticipates a more disturbed

environment he will catch less himself. This effect is, however, counteracted if he also

observes an increased sensitivity in his opponent w.r.t. the external factors.

9.7 A scalar numerical algorithm

Theorem 9.18 shows that the equations (9.5.5)–(9.5.8) play a crucial role in the question

as to whether the game (9.5.1) and (9.5.2) will have a soft-constrained Nash equilibrium.

Every soft-constrained Nash equilibrium has to satisfy these equations. So, the question

arises under which conditions (9.5.5)–(9.5.8) will have one or more solutions and, if

possible, to calculate these solutions. This is a difficult open question. Similar remarks

apply here as were made in Section 8.5 for solving the corresponding set of algebraic

Riccati equations to determine the feedback Nash equilibria. However, again for the

scalar case, one can devise an algorithm to calculate all soft-constrained Nash equilibria.

This algorithm is in the spirit of Algorithm 8.1 and will be discussed in this Section.

As in Section 8.5 we will consider the general N-player case under the simplifying

assumptions that bi 6¼ 0 and players have no direct interest in each others’ control actions

(i.e. Sij ¼ 0; i 6¼ j). Using again notation lower case, to stress the fact that we are dealing

with the scalar case, the set of equations (9.5.5)–(9.5.8) become (see also the concluding

remarks at the end of this chapter)

� 2 a�
XN
j 6¼i

sjxj

 !
xi þ ðsi � miÞx2i � qi ¼ 0; i ¼ 1; . . . ;N; ð9:7:1Þ

a�
XN
j¼1

sjxj < 0; and ð9:7:2Þ

a�
XN
j¼1

sjxj þ mixi < 0; i ¼ 1; . . . ;N: ð9:7:3Þ
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Some elementary calculation shows that equation (9.7.1) can be rewritten as

2 a�
XN
j¼1

sjxj

 !
xi þ ðsi þ miÞx2i þ qi ¼ 0; i ¼ 1; . . . ;N: ð9:7:4Þ

For notational convenience next introduce, for i ¼ 1; . . . ;N and � some index set of the

numbers f1; . . . ;Ng1, the variables

�i :¼ ðsi þ miÞqi; �max :¼ max
i
�i; �i :¼ si

si þ mi

; 
i :¼ �1þ2�i ¼ si � mi

si þ mi

; ð9:7:5Þ


� :¼ �1þ 2
X
i2�

�i; yi :¼ ðsi þ miÞxi; and yNþ1 :¼ �acl :¼ � a�
XN
i¼1

sixi

 !
:

With some small change of notation for a fixed index set �, 
� will also be denoted

without brackets and commas. That is, if e.g. � ¼ f1; 2g, 
� is also written as 
12.
Moreover, assume (without loss of generality) that �1 � � � � � �N . Multiplication of

equation (9.7.4) by si þ mi shows that (9.7.1)–(9.7.3) has a solution if and only if

y2i � 2yNþ1yi þ �i ¼ 0; i ¼ 1; . . . ;N; ð9:7:6Þ

yNþ1 ¼ �aþ
XN
i¼1

�iyi; ð9:7:7Þ

� yNþ1 þ mi

mi þ si
yi < 0; i ¼ 1; . . . ;N; and ð9:7:8Þ

yNþ1 > 0 ð9:7:9Þ

has a set of real solutions yi; i ¼ 1; . . . ;N þ 1: Following the analysis of Section 8.5.1

one obtains the following lemma.

Lemma 9.20

The set of equations (9.7.6) and (9.7.7) has a solution such that yNþ1 > 0 if and only if

there exist ti 2 f�1; 1g; i ¼ 1; . . . ;N, such that the equation

�1þ
XN
i¼1

�i

 !
yNþ1 þ t1�1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
y2Nþ1 � �1

q
þ � � � þ tN�N

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
y2Nþ1 � �N

q
¼ a ð9:7:10Þ

has a solution yNþ1 > 0. In fact all solutions of equations (9.7.6) and (9.7.7) are obtained

by considering all possible sequences ðt1; . . . ; tNÞ in equation (9.7.10).

Obviously, a necessary condition for equation (9.7.10) to have a solution is that

y2Nþ1 � �1. &

1So, for N ¼ 2, � is either f1g, f2g or f1; 2g.
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In the same way as in Section 8.5 we next define recursively the following functions for

n ¼ 1; . . . ;N � 1:

f nþ1
i ðxÞ :¼ f ni ðxÞ þ �nþ1x� �nþ1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � �nþ1

p
; i ¼ 1; . . . ; 2n;

f nþ1
iþ2nðxÞ :¼ f ni ðxÞ þ �nþ1xþ �nþ1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � �nþ1

p
; i ¼ 1; . . . ; 2n;

with

f 11 ðxÞ :¼ ð�1þ �1Þx� �1
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � �1

p
and f 12 ðxÞ :¼ ð�1þ �1Þxþ �1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � �1

p
:

Each function f Ni ; i ¼ 1; . . . ; 2N � 1, corresponds to a function obtained from the left-

hand side of equation (9.7.10) by making a specific choice of tj; j ¼ 1; . . . ;N, and
substituting x for yNþ1. From Lemma 9.20 it is then obvious that equations (9.7.6) and

(9.7.7) has a solution if and only if f Ni ðxÞ ¼ a has a solution for some i 2 f1; . . . ; 2Ng. Or,
stated differently, equations (9.7.6) and (9.7.7) have a solution if and only if the following

function has a root

Y2N
i¼1

ð f Ni ðxÞ � aÞ ¼ 0:

Denoting the function on the left-hand side of this equation,
Q2N

i¼1ð f Ni ðxÞ � aÞ; by f ðxÞ
one obtains, using the same analysis as in Section 8.5, the following theorem.

Theorem 9.21

yi is a solution of equations (9.7.6) and (9.7.7) if and only if yNþ1 is a zero of f ðxÞ and
there exist ti 2 f�1; 1g, such that yi ¼ yNþ1 þ ti�i

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
y2Nþ1 � �i

q
. Moreover, f ðxÞ is a

polynomial of degree 2N . &

An immediate consequence of this theorem is the following corollary.

Corollary 9.22

The N-player scalar game has at most 2N soft-constrained Nash equilibria. &

In Corollary 8.15 it was shown that the N-player scalar undisturbed linear quadratic

differential game always has at most 2N � 1 feedback Nash equilibria. The following

example shows that we cannot draw a similar conclusion here, solely based on equations

(9.7.6) and (9.7.7).

Example 9.6

Consider the two-player scalar game with a ¼ �2, si ¼ 1, mi ¼ 9; i ¼ 1; 2; q1 ¼ 0:1 and

q2 ¼ 0:05. For this case we plotted the four curves f 2i in Figure 9.1. From this graph we

see that all curves are monotonically decreasing and they all have an inter Section point

with �2 for a value y3 > 1. Consequently, the set of equations (9.7.6) and (9.7.7) has four

solutions. &
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Next, we develop a numerical algorithm similar to Algorithm 8.1 to find all solutions of

equations (9.7.6) and (9.7.7). Again, for didactical reasons, the two-player case is

considered first. Let p1; p2 be a possibly complex solution of equations (9.7.6) and

(9.7.7). Denote the negative of the resulting closed-loop system parameter by

� :¼ �aþ �1p1 þ �2p2: ð9:7:11Þ

Then,

p21 � 2�p1 þ �1 ¼ 0; ð9:7:12Þ

and

p22 � 2�p2 þ �2 ¼ 0: ð9:7:13Þ

Consequently, using the definition of � and equation (9.7.12), respectively,

p1� ¼ �p1aþ �1p
2
1 þ �2p1p2

¼ �p1aþ �1ð2� p1 � �1Þ þ �2p1p2:

From this it follows that


1p1� ¼ �1�1 þ ap1 � �2p1p2: ð9:7:14Þ

In a similar way using the definition of � and (9.7.13), respectively, one obtains

p2� ¼ �p2aþ �1p1p2 þ �2p
2
2

¼ �p2aþ �1p1p2 þ �2ð2�p2 � �2Þ:

Which gives rise to


2p2� ¼ �2�2 þ ap2 � �1p1p2: ð9:7:15Þ

y3

fi
2

1 2 3 4 5

−1

−2

−3

−4

−5

f 2
4

f 2
3

f 2
2

f 2
1

Figure 9.1 Curves f 2i in Example 9.6
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Finally, using the definition of � and both equations (9.7.12) and (9.7.13), respectively,

we get

p1p2� ¼ �p1p2aþ �1p
2
1p2 þ �2p1p

2
2

¼ �p1p2aþ 2ð�1 þ �2Þ�p1p2 � �1�1p2 � �2�2p1;

which gives

ð2ð�1 þ �2Þ � 1Þp1p2� ¼ �2�2p1 þ �1�1p2 þ ap1p2: ð9:7:16Þ

So, using the notation (9.7.5), with

~MM :¼

�a �1 �2 0
�1�1

1

a

1

0 � �2

1

�2�2

2

0 a

2

� �1

2

0 �2�2

12

�1�1

12

a

12

2
66664

3
77775

we conclude from equations (9.7.11) and (9.7.14)–(9.7.16) that, provided 
i 6¼ 0 i ¼
1; 2; 12, every solution p1; p2 of (9.7.6) and (9.7.7) satisfies the equation

~MM

1

p1
p2
p1p2

2
664

3
775 ¼ �

1

p1
p2
p1p2

2
664

3
775:

Using the fact that pi ¼ ðsi þ miÞxi an analogous reasoning to that used in Theorem 8.16

gives the next lemma.

Lemma 9.23

1. Assume that ðx1; x2Þ solves expressions (9.7.1) and (9.7.2) and 
i 6¼ 0; i ¼ 1; 2; 12.

Then � :¼ �aþP2
i¼1 sixi > 0 is an eigenvalue of the matrix

M :¼

�a s1 s2 0
�1q1

1

a

1

0 � s2

1

�2q2

2

0 a

2

� s1

2

0 �2q2

12

�1q1

12

a

12

2
66664

3
77775: ð9:7:17Þ

Furthermore, ½1; x1; x2; x1x2�T is a corresponding eigenvector and �2 � �max.

2. Assume that ½1; x1; x2; x3�T is an eigenvector corresponding to a positive eigenvalue �
of M, satisfying �2 � �max, and that the eigenspace corresponding to � has dimension

one. Then, ðx1; x2Þ solves expressions (9.7.1) and (9.7.2). &

Lemma 9.20 and Lemma 9.23 then give rise to the following numerical algorithm.
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Algorithm 9.1

Let si :¼ b2i
ri
and mi :¼ e2

vi
. Assume that for every index set � � f1; . . . ;Ng, 
� 6¼ 0. Then,

the following algorithm calculates all solutions of (9.7.1) and (9.7.2).

Step 1 Calculate matrix M in expression (9.7.17) and � :¼ max
i
ðsi þ miÞqi.

Step 2 Calculate the eigenstructure (�i; ni), i ¼ 1; . . . ; k, of M, where �i are the

eigenvalues and ni the corresponding algebraic multiplicities.

Step 3 For i ¼ 1; . . . ; k repeat the following steps:

3.1. If (i) �i 2 R; (ii) �i > 0 and (iii) �2i � � then proceed with Step 3.2 of the

algorithm. Otherwise, return to Step 3.

3.2. If ni ¼ 1 then

(a) calculate an eigenvector z corresponding to �i ofM. Denote the entries of

z by ½z0; z1; z2; . . .�T. Calculate xj :¼ zj
z0
. Then, ðx1; . . . ; xNÞ solve

(9.7.1,9.7.2). Return to Step 3.

If ni > 1 then

(b) Calculate �i :¼ siqi.

(c) For all 2N sequences ðt1; . . . ; tNÞ, tk 2 f�1; 1g;
(i) calculate

yj :¼ �i þ tj
si

si þ mi

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2i � �j

q
; j ¼ 1; . . . ;N;

(ii) if �i ¼ �aþ
X

j¼1; ...;N

yj then calculate xj :¼ yj
sjþmj

. Then, ðx1; . . . ; xNÞ

solves (9.7.1) and (9.7.2).

Step 4 End of the algorithm. &

Example 9.7

Reconsider Example 9.6. That is, consider the two-player scalar game with a ¼ �2,

bi ¼ e ¼ 1, ri ¼ 1, vi ¼ 1
9
; i ¼ 1; 2; q1 ¼ 0:1 and q2 ¼ 0:05. To calculate the soft-

constrained Nash equilibria of this game, we first determine all solutions of expressions

(9.7.1) and (9.7.2). According to Algorithm 9.1, we first have to determine the

eigenstructure of the following matrix

M :¼

2 1 1 0

�1=80 5=2 0 5=4

�1=160 0 5=2 5=4

0 �1=120 �1=60 10=3

2
6664

3
7775:
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Using MATLAB, we find that M has the eigenvalues f2:0389; 2:4866; 2:5132; 3:2946g.
Since all eigenvalues are larger than � ¼ 1, we have to carryout Step 3 of the algorithm

for all these eigenvalues. Since all the eigenvalues have a geometric multiplicity of one,

there are four solutions satisfying expressions (9.7.1) and (9.7.2). From the corresponding

eigenspaces one obtains the solutions show in Table 9.1 (with acl ¼ a� s1x1�
s2x2 ¼ �eigenvalue).

From the last two columns of Table 9.1 we see that only the first solution satisfies the

additional conditions (9.7.3). Since qi > 0, and thus (9.5.9) and (9.5.10) are satisfied with

yi ¼ 0, it follows that this game has one soft-constrained Nash equilibrium. The

equilibrium actions corresponding to this equilibrium ð0:0262; 0:0127Þ are

u�1ðtÞ ¼ �0:0262xðtÞ and u�2ðtÞ ¼ �0:0127xðtÞ:

Assuming that the initial state of the system is x0, the worst-case costs expected by the

players are

J�1 ¼ 0:0262x20 and J�2 ¼ 0:0127x20;

respectively. &

Note

If k of the 
i parameters are zero, we obtain k linear equations in the variables

ð1; p1; p2; p1p2Þ. Under some regularity conditions, k of these variables can then be

explicitly solved as a function of the remaining 2N � k variables. The solutions of the

remaining 2N � k equations can then be obtained using a similar eigenstructure algo-

rithm.

As an example consider the case that in the two-player case described above 
1 = 0

(and 
j 6¼ 0; j ¼ 2; 12). So, equations (9.7.11) and (9.7.14)–(9.7.16) reduce to

� ¼ �aþ �1p1 þ �2p2; ð9:7:18Þ
0 ¼ �1�1 þ ap1 � �2p1p2 ð9:7:19Þ


2p2� ¼ �2�2 þ ap2 � �1p1p2 ð9:7:20Þ

12p1p2� ¼ �2�2p1 þ �1�1p2 þ ap1p2: ð9:7:21Þ

Table 9.1

Eigenvalue ðx1; x2Þ acl þ m1x1 acl þ m2x2

2.0389 (0.0262,0.0127) �1.8030 �1.9250

2.4866 (0.4763,0.0103) 1.8003 �2.3942

2.5132 (0.0208,0.4925) �2.3265 1.9192

3.2946 (0.6434,0.6512) 2.4958 2.5666
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From equation (9.7.19) we can then solve, e.g., if a 6¼ 0,

p1 ¼ ��1�1
a

þ �2
a
p1p2: ð9:7:22Þ

Substitution of this into the remaining three equations (9.7.18), (9.7.20) and (9.7.21) gives

� ¼ �a� �21�1
a

þ �2p2 þ �1�2
a

p1p2; ð9:7:23Þ

2p2� ¼ �2�2 þ ap2 � �1p1p2 ð9:7:24Þ


12p1p2� ¼ ��1�2�1�2
a

þ �1�1p2 þ �22�2
a

þ a

� 	
p1p2: ð9:7:25Þ

Or, stated differently,

�a� �2
1
�1
a

�2
�1�2
a

�2�2

2

a

2

� �1

2

��1�2�1�2

12a

�1�1

12

�2
2
�2

a
þa


 �

12

2
66664

3
77775

1

p2

p1p2

2
64

3
75 ¼ �

1

p2

p1p2

2
64

3
75:

By solving this eigenvalue problem, in a similar way to that described in Algorithm 9.1,

one can determine the solutions p2 and p1p2 of the set of equations (9.7.23)–(9.7.25).

Substitution of this result into equation (9.7.22) then gives p1. &

For the general N-player case we proceed as in Section 8.5.3. Let pi, i ¼ 1; . . . ;N; be a

solution of (9.7.6) and (9.7.7). Denote the negative of the resulting closed-loop system

parameter by

� :¼ �aþ
X
i

�ipi: ð9:7:26Þ

Then,

p2i � 2�pi þ �i ¼ 0; i ¼ 1; . . . ;N: ð9:7:27Þ

Next we derive, again, for each index set � � f1; . . . ;Ng a linear equation (linear in

terms of products of pi variables (�pi)). This gives us in addition to (9.7.26) another

2N � 1 linear equations. These equations, together with equation (9.7.26), determine our

matrix M. In case � contains only one number we have, using the definition of � and

equation (9.7.27), respectively,

pj� ¼ pj �aþ
XN
i¼1

�ipi

 !
¼ �apj þ �jp

2
j þ pj

X
i 6¼j

�ipi

¼ �apj þ 2��jpj � �j�j þ pj
X
i6¼j

�ipi:
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From which it follows that

pj� ¼ �j�j

j

þ a


j
pj � pj

X
i 6¼j

�i

j
pi; j ¼ 1; . . . ;N:

Next consider the general case
Q

j2� pj�. For notational convenience let ��i denote the

set of all numbers that are in � except number i. Then, following the lines of Section 8.5.3,Y
j2�

pj� ¼ �a
Y
j2�

pj þ 2�
X
i2�

�i
Y
j2�

pj �
X
i2�

�i�i
Y
j2��i

pj þ
X
i62�

Y
j2�

pj�ipi:

Therefore, with 
� ¼ �1þ 2
P
i2�

�i, it follows that

Y
j2�

pj� ¼ 1


�
a
Y
j2�

pj þ
X
i2�

�i�i
Y
j2��i

pj þ
X
i 62�

Y
j2�

pj�ipi

( )
: ð9:7:28Þ

Equations (9.7.26) and (9.7.28) determine the matrix ~MM. That is, introducing

p :¼ 1; p1; . . . ; pN ; p1p2; . . . ; pN�1pN ; . . . ;
YN
i¼1

pi

" #T

~MMp ¼ �p. Since pi ¼ ðsi þ miÞxi and �i ¼ ðsi þ miÞqi, matrix M is then easily obtained

from ~MM by rewriting p as p ¼ Dx, where x :¼ ½1; x1; . . . ; xN ; x1x2; . . . ; xN�1xN ; . . . ;QN
i¼1 xi�T and D is a diagonal matrix defined by D :¼ diag 1; s1 þ m1; . . . ;f sN þ mN ;

ðs1 þ m1Þðs2 þ m2Þ; . . . ; ðsN�1 þ mN�1ÞðsN þ mNÞ; � � � ;
QN

i¼1ðsi þ miÞg. Obviously, M ¼
D�1 ~MMD. Below we consider the case for N ¼ 3.

Example 9.8

Consider the three-player case. With p :¼ ½1; p1; p2; p3; p1p2; p1p3; p2p3; p1p2p3�T ,

D ¼ diagf1; s1 þ m1; s2 þ m2; s3 þ m3; ðs1 þ m1Þðs2 þ m2Þ; ðs1 þ m1Þðs3 þ m3Þ;
ðs2 þ m2Þðs3 þ m3Þ; ðs1 þ m1Þðs2 þ m2Þðs3 þ m3Þg;

and

~MM ¼

�a �1 �2 �3 0 0 0 0
�1�1

1

a

1

0 0 � �2

1

� �3

1

0 0
�2�2

2

0 a

2

0 � �1

2

0 � �3

2

0
�3�3

3

0 0 a

3

0 � �1

3

� �2

3

0

0 �2�2

12

�1�1

12

0 a

12

0 0 � �3

12

0 �3�3

13

0 �1�1

13

0 a

13

0 � �2

13

0 0 �3�3

23

�2�2

23

0 0 a

23

� �1

23

0 0 0 0 �3�3

123

�2�2

123

�1�1

123

a

123

2
666666666666664

3
777777777777775

:
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Which yields,

M ¼

�a s1 s2 s3 0 0 0 0
�1q1

1

a

1

0 0 � s2

1

� s3

1

0 0
�2q2

2

0 a

2

0 � s1

2

0 � s3

2

0
�3q3

3

0 0 a

3

0 � s1

3

� s2

3

0

0 �2q2

12

�1q1

12

0 a

12

0 0 � s3

12

0 �3q3

13

0 �1q1

13

0 a

13

0 � s2

13

0 0 �3q3

23

�2q2

23

0 0 a

23

� s1

23

0 0 0 0 �3q3

123

�2q2

123

�1q1

123

a

123

2
666666666666664

3
777777777777775

:

Using this matrix M in Algorithm 9.1 one can determine all solutions of the three-player

scalar equations (9.1.1) and (9.7.2). &

Example 9.9

Reconsider the EMU game from Example 8.15. Assume that in this game neither country

expects severe external shocks to the economy, whereas the Central Bank is somewhat

less optimistic in this respect. We model this by considering the game:

_ssðtÞ ¼ �sðtÞ � f1ðtÞ þ f2ðtÞ þ 1

2
iEðtÞ þ wðtÞ; sð0Þ ¼ s0;

with

J1 :¼
ð1
0

f2s2ðtÞ þ f 21 ðtÞ � 4w2ðtÞgdt;

J2 :¼
ð1
0

f2s2ðtÞ þ 2f 22 ðtÞ � 4w2ðtÞgdt;

and

JE :¼
ð1
0

fs2ðtÞ þ 3i2EðtÞ � 2w2ðtÞgdt:

With these parameters, �1 ¼ 4=5, �2 ¼ 2=3, �3 ¼ 1=7. Consequently, 
1 ¼ 3=5,

2 ¼ 1=3, 
3 ¼ �5=7, 
12 ¼ �1þ 2�1 þ 2�2 ¼ 29=15, 
13 ¼ �1þ 2�1 þ 2�3 ¼
31=35, 
23 ¼ �1þ 2�2 þ 2�3 ¼ 13=21, and 
123 ¼ �1þ 2�1 þ 2�2 þ 3�3 ¼ 233=105.
To calculate the soft-constrained Nash equilibria of this game, we first determine all

solutions of equations (9.7.1) and (9.7.2) using Algorithm 9.1. In this case matrix

M :¼

1 1 1=2 1=12 0 0 0 0

8=3 �5=3 0 0 �5=6 �5=36 0 0

4 0 �3 0 �3 0 �1=4 0

�1=5 0 0 7=5 0 7=5 7=10 0

0 20=29 24=29 0 �15=29 0 0 �5=116
0 5=31 0 56=31 0 �35=31 0 �35=62
0 0 3=13 28=13 0 0 �21=13 �21=13
0 0 0 0 15=233 140=233 168=233 �105=233

2
66666666664

3
77777777775
:
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Using MATLAB, we find the following eigenvalues for M

f�2:1369;�1:7173;�1:9576	 0:2654i;�1:267	 0:5041i; 1:9543; 2:37g:

Since the square of every positive eigenvalue is larger than � ¼ 5=2 ð¼ max f5=2;
3=2; 7=12gÞ, according to Algorithm 9.1, the equations (9.7.1) and (9.7.2) have two

solutions.

From the corresponding eigenspaces we obtain the solutions given in Table 9.2 (with

acl ¼ a� s1x1 � s2x2 � s3x3).

From the last three columns of this table we see that only the second solution satisfies

the additional conditions (9.7.3). Since qi > 0, and thus (9.5.9) and (9.5.10) are satisfied

with yi ¼ 0, this game therefore has one soft-constrained Nash equilibrium. The

equilibrium actions corresponding to this equilibrium ðx�1; x�2; x�3Þ :¼ ð0:6445; 0:5752;
0:2664Þ are

f �1 ðtÞ ¼ x�1sðtÞ; f �2 ðtÞ ¼ � 1

2
x�2sðtÞ and i�EðtÞ ¼ � 1

6
x�3sðtÞ:

Assuming that the initial state of the system is x0, the worst-case costs expected by the

players are

J�1 ¼ 0:6445s20; J�2 ¼ 0:5752s20 and J�E ¼ 0:2664s20;

respectively. Taking a closer look at the equilibrium actions shows that all players use

more control efforts than in the undisturbed case. The ratio of the increase in control

efforts used by the fiscal player 1, fiscal player 2 and the Central Bank is approximately

6 : 4 : 3. The expected increase in worst-case costs by these three players is approxi-

mately 3:7%; 2:5% and 1:8%, respectively. So we see that though, at first sight, it seems

that the Central Bank is the most risk-averse player in this game, due to the model

structure the Bank will suffer least from an actual realization of a worst-case scenario.

Also, in coping with this uncertainty, the Bank deviates least from its original equilibrium

action. Finally, we observe that if the players take uncertainty into account, the

implemented equilibrium policies lead to a closed-loop system which adjusts faster

towards its equilibrium value s ¼ 0. That is, with w ¼ 0, acl ¼ �1:9543; whereas if the
players do not take into account model uncertainty acl ¼ �1:9225. &

We conclude this Section with two additional observations. The first point we should

make is that the incorporation by players of noise into their decision making may result in

the fact that a situation of no equilibrium changes into a situation in which an equilibrium

does exist. Take, for example, qi ¼ �1; bi ¼ ri ¼ vi ¼ e ¼ 1 and a ¼ � 3
2
. For these

Table 9.2

Eigenvalue ðx1; x2; x3Þ acl þ m1x1 acl þ m2x2 acl þ m3x3

2.37 (0.4836,0.4546,7.909) �2.2491 �2.2564 1.5845

1.9543 (0.6445,0.5752,0.2664) �1.7932 �1.8105 �1.8211
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parameters the undisturbed game has no equilibrium (see Theorem 8.10 part 2(b))

whereas the disturbed game has the equilibrium xi ¼ � 1
2
, i ¼ 1; 2 (which can, for

example, be verified by a direct substitution of xi into (9.7.1)–(9.7.3) and taking

yi ¼ �1 in (9.5.9) and (9.5.10)).

The second point we should make is that, using the implicit function theorem, one can

analyse the consequences of a change in the mi parameters on the solution set ðx1; x2Þ of
the algebraic Riccati equations (9.7.4) in the two-player case. To that end, rewrite

mi ¼: �isi; i ¼ 1; 2: Then,

2ða� s1x1 � s2x2Þx1 þ s1ð1þ �1Þx21 þ q1 ¼ 0; and ð9:7:29Þ
2ða� s1x1 � s2x2Þx2 þ s2ð1þ �2Þx22 þ q2 ¼ 0: ð9:7:30Þ

Assume that the solution ðx�1; x�2Þ of equations (9.7.29) and (9.7.30) can be described

locally as a function hð�1; �2Þ. Then, using the implicit function theorem, we obtain from

(9.7.29) and (9.7.30) that

h0 ¼ �1

2ð p1p2 � s1s2x
�
1x

�
2Þ

�p2 s2x
�
1

s1x
�
2 �p1

� �
s1x

�2
1 0

0 s2x
�2
2

" #

where pi :¼ �ða� s1x
�
1 � s2x

�
2 þ mix

�
i Þ > 0 (see equation (9.7.3)). From this it is

immediately clear, for example, that at a positive equilibrium an increase in �1 will

have an opposite effect on the entries of x�i ; i ¼ 1; 2. One entry will increase, the other

will decrease. Similarly, we see that the effect of such an increase on x�1 and x�2 are also

opposite. If ri ¼ bi ¼ 1; i ¼ 1; 2, and consequently the equilibrium strategies are given

by u�i ðtÞ ¼ �x�i xðtÞ, this implies that the response to a more risk-averse behavior by one

player is a more risk-seeking behavior by the other player. We do not undertake a more

detailed analysis here since such an analysis can be carried out best in the context of a

specific application, as we did in Section 9.6.

9.8 Stochastic interpretation

As is well known (Runolfsson (1994) and Bas˛ar (2003)), the deterministic formulation of

the one-player optimization problem has, if Q � 0, an equivalent stochastic formulation.

That is, consider the one-player linear noisy system (9.2.1) with w replaced by a

stationary white gaussian noise with zero mean and covariance EðwðtÞwTð�ÞÞ ¼
�ðt � �Þ; and the cost function L : F ! R, defined by

lim
T!1

1

T
log E exp

1

2
2

ð1
0

fxTQxðtÞ þ uTRugdt
� 	� �

:

Here, the number 
 is positive, Q � 0 and R > 0. In Bas˛ar (2003) it has been shown that

the question whether

9�FF 2 F such that Lð�FFÞ � LðFÞ for all F 2 F ð9:8:1Þ
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can be answered in terms of the stabilizing solution of the algebraic Riccati equation

Qþ ATX þ XA� XSX þ 
�2XEETX ¼ 0;

which also generates the saddle-point solution for the soft-constrained differential game

related to the H1 control problem for 
 sufficiently large (see Sections 9.3 and 9.4 or

Bas˛ar and Bernhard (1995)). More precisely, if ðQ;AÞ is observable, a positive number 
�

exists such that the above Riccati equation has a stabilizing solution X � 0 if and only if


 > 
�. In that case matrix A� SX is also stable. Runolfsson (1994) proved, under an

additional controllability assumption, that this stabilizing solution also generates the

solution for (9.8.1). We recall this result in the following theorem. The link between this

theorem and Theorem 9.8 is obvious.

Theorem 9.24

Assume that ðA;BÞ and ðA;EÞ are controllable and that ðQ;AÞ is observable. Let 
� be as
defined above. If ðA� SX;EÞ is controllable, then �FF :¼ �R�1BTX is a solution of (9.8.1)

and Lð�FFÞ ¼ 1
2

�2trðETXEÞ. &

The extension to the N-player case is straightforward. Consider system (9.1.1) and a cost

function for player i

LiðF1; . . . ;FNÞ :¼ lim
T1!1

1

T1
log E exp

1

2
2i

�ðT1
0

�
xT
�
Qi þ

XN
j¼1

FT
j RijFj

	
xðtÞ
�
dt

	( )
;

where the numbers 
i are positive, the matrices Rij are symmetric, Qi � 0 and Rii > 0.

Consider the following analogue of Definition 9.2.

Definition 9.3

An N-tuple �FF ¼ ð�FF1; . . . ; �FFNÞ 2 F is called an LEQG feedback Nash equilibrium if for

all i the following inequality holds: �LLið�FF; x0Þ � �LLið�FF�iðFÞ; x0Þ for all initial states x0 and
for all F 2 Rmi�n such that �FF�iðFÞ 2 F . &

The generalization of Theorem 9.24 then reads as follows.

Theorem 9.25

Assume there exist N real symmetric matrices Xi � 0 satisfying

Qi þ ATXi þ XiA�
XN
j 6¼i

ðXiSjXj þ XjSjXiÞ � XiSiXi þ
XN
j 6¼i

XjSijXj þ 
�2
i XiEE

TXi ¼ 0;

Ai :¼ A�
XN
j¼1

SjXj þ 
�2
i EETXi is stable i ¼ 1; � � � ;N;

�AA :¼ A�
XN
j¼1

SjXj is stable:
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Furthermore assume that the matrix pairs ðAi;BiÞ, ð�AA;EÞ and ðAi;EÞ are controllable for

all i ¼ 1; . . . ;N, and the pair ðQi;AiÞ is observable. Under these conditions, the N-tuple of
feedback matrices ð�FF1; . . . ; �FFNÞ with �FFi :¼ �R�1

ii BT
i Xi is an LEQG feedback Nash

equilibrium, and Lið�FFÞ ¼ 1
2

�2
i trðETXiEÞ. &

9.9 Notes and references

For this chapter the papers by van den Broek, Engwerda and Schumacher (2003b,c) have

been consulted. The latter reference also contains a third approach to deal with

uncertainty, the so-called hard-bounded uncertainty approach. In that approach, again,

a minmax problem is solved but the disturbance is not restrained by a cost term but

simply by a direct norm bound (see also Bernhard and Bellec (1973) and Bas˛ar (2003)).

An algorithm is indicated to calculate equilibria in such a game.

In this chapter we tried as much as possible to avoid the technicalities involved in

setting up a rigorous stochastic framework. As a drawback, the stated results seem to be

less general than they are. A more general framework and references under which the

above presented statements concerning the stochastic finite-planning horizon equilibrium

actions continue to hold can be found, for example, in Bas˛ar and Olsder (1999). For a

recent general treatment of stochastic differential games refer to Buckdahn, Cardaliaguet

and Rainer (2004).

If one does not have access to the full state at each point in time, the analysis becomes

much more complicated. Some references dealing with various issues in this direction can

be found in Bas˛ar and Olsder (1999).

Finally, we summarize the general N-player result of Theorem 9.18.

Theorem 9.26

(N-player analogue of Theorem 9.18)

Consider the differential game defined by (9.2.1) and (9.2.4)–(9.2.5). Assume there

exist N real symmetric n� nmatrices Xi and N real symmetric n� nmatrices Yi such that

� A�
XN
j 6¼i

SjXj

 !T

Xi � Xi A�
XN
j6¼i

SjXj

 !
þ XiSiXi � Qi �

XN
j 6¼i

XjSijXj � XiMiXi ¼ 0;

A�
XN
j¼1

SjXj þMiXi is stable for i ¼ 1; . . . ;N;

A�
XN
j¼1

SjXj is stable;

� A�
XN
j 6¼i

SjXj

 !T

Yi � Yi A�
XN
j6¼i

SjXj

 !
þ YiSiYi � Qi �

XN
j 6¼i

XjSijXj � 0:

Define the N-tuple F ¼ ðF1; . . . ;FNÞ by

Fi :¼ �R�1
ii BT

i Xi:
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Then F 2 F , and this N-tuple is a soft-constrained Nash equilibrium. Furthermore

J
SC

i ðF1; . . . ;FN ; x0Þ ¼ xT0Xix0:

9.10 Exercises

1. Consider the scalar differential game (see Exercises 7.1 and 8.1)

min
ui

Ji :¼ E

ðT
0

fqix2ðtÞ þ riu
2
i ðtÞgdt þ qiTx

2ðTÞ
� �

; i ¼ 1; 2; subject to

_xxðtÞ ¼ axðtÞ þ b1u1ðtÞ þ b2u2ðtÞ þ wðtÞ;

where w is a white noise zero mean random variable with covariance 3�ðt � �Þ and
xð0Þ is a Gaussian random variable (independent of w) with mean 2 and covariance 4.

Determine which of the following differential games has a linear feedback Nash

equilibrium. If an equilibrium exists, compute the equilibrium actions and involved

cost.

(a) T ¼ 2, a ¼ 0, b1 ¼ 1, b2 ¼ 1, q1 ¼ 3, q2 ¼ 1, r1 ¼ 4, r2 ¼ 4, q1T ¼ 0 and

q2T ¼ 0.

(b) T ¼ 1, a ¼ 1, b1 ¼ 2, b2 ¼ 1, q1 ¼ 1, q2 ¼ 4, r1 ¼ 1, r2 ¼ 1, q1T ¼ 0 and

q2T ¼ 0.

(c) T ¼ 1, a ¼ 0, b1 ¼ 1, b2 ¼ 1, q1 ¼ �1, q2 ¼ 2, r1 ¼ 1, r2 ¼ 1, q1T ¼ 0 and

q2T ¼ 1.

2. Consider the zero-sum differential game

min
u1

J :¼ E

ðT
0

fxTðtÞQðtÞ þ uT1 ðtÞR1u1ðtÞ � uT2R2u2ðtÞgdt þ xTðTÞQTxðTÞ
� �

; subject to

_xxðtÞ ¼ AxðtÞ þ B1u1ðtÞ þ B2u2ðtÞ þ wðtÞ;

where w is a white noise zero mean random variable with covariance V�ðt � �Þ and
xð0Þ is a Gaussian random variable (independent of w) with mean m0 and covariance

P0, and player 2 likes to maximize J w.r.t. u2. Here Ri > 0; i ¼ 1; 2;V > 0 and

P0 > 0.

(a) Provide sufficient conditions under which this game has a linear feedback Nash

equilibrium.

(b) Consider the scalar case (see also Exercises 7.3 and 8.2) T ¼ A ¼ B1 ¼
B2 ¼ Q ¼ R1 ¼ 1, R2 ¼ 1

2
, QT ¼ � 1

4
, m0 ¼ �4, V ¼ 1 and P0 ¼ 2. Find the

corresponding equilibrium strategies and cost.

Exercises 475



3. Consider the scalar differential game

min
ui

Ji :¼ lim
T!1

1

T
E

ðT
0

fqix2ðtÞ þ riu
2
i ðtÞgdt

� �
; i ¼ 1; 2; subject to

_xxðtÞ ¼ axðtÞ þ b1u1ðtÞ þ b2u2ðtÞ þ wðtÞ;

where w is a white noise zero mean random variable with covariance 3�ðt � �Þ and
xð0Þ is a Gaussian random variable (independent of w) with mean 1 and covariance

2. Determine which of the following differential games has a stochastic variance-

independent feedback Nash equilibrium. If an equilibrium exists, compute the

equilibrium actions and involved cost.

(a) a ¼ 0, b1 ¼ 1, b2 ¼ 1, q1 ¼ 3, q2 ¼ 1, r1 ¼ 4 and r2 ¼ 4.

(b) a ¼ 1, b1 ¼ 2, b2 ¼ 1, q1 ¼ 1, q2 ¼ 4, r1 ¼ 1 and r2 ¼ 2.

(c) a ¼ �1, b1 ¼ 1, b2 ¼ �1, q1 ¼ �1, q2 ¼ 2, r1 ¼ 2 and r2 ¼ 1.

4. Consider the scalar differential game

min
ui

Ji :¼ min
ui

sup
w2L2

ð1
0

fqix2ðtÞ þ u2i ðtÞ � w2ðtÞgdt
� �

; i ¼ 1; 2; subject to

_xxðtÞ ¼ axðtÞ þ u1ðtÞ þ u2ðtÞ þ wðtÞ;

where w is some deterministic noise. Assume that q1 ¼ 8 and q2 ¼ 6 3
4
(see also

Exercise 8.7).

(a) Use Algorithm 9.1 to calculate all soft-constrained feedback Nash equilibria of

this game if

(i) a ¼ �1, (ii) a ¼ 3 1
2
and (iii) a ¼ 4, respectively.

(b) Compare your answers with those of Exercise 8.7 and conclude.

5. Consider the scalar differential game

min
ui

Ji :¼ min
ui

sup
w2L2

ð1
0

fqix2ðtÞ þ u2i ðtÞ � viw
2ðtÞgdt

� �
; i ¼ 1; 2; subject to

_xxðtÞ ¼ axðtÞ þ u1ðtÞ þ u2ðtÞ þ wðtÞ;

where w is some deterministic noise. Assume that q1 ¼ �5, q2 ¼ �32, v1 ¼ 4 and

v2 ¼ 2 (see also Exercise 8.8).

(a) Let a ¼ �10. Use Algorithm 9.1 to calculate all solutions of (9.7.1) and (9.7.2).

(b) Use the results of part (a) to verify whether condition (9.5.7) is satisfied.

(c) Use the results of part (a) to verify whether there exist yi satisfying (9.5.9) and

(9.5.10).
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(d) Determine the soft-constrained feedback Nash equilibria of this game.

(e) Answer the same questions in case (ii) a ¼ �5, (iii) a ¼ 0, (iv) a ¼ 5 and (v)

a ¼ 10, respectively.

(f) Compare your answers with those of Exercise 8.8 and conclude.

6. In this exercise you are asked to formulate some numerical algorithms to calculate a

solution of the set of equations (9.5.5)–(9.5.8).

(a) Reconsider the numerical algorithms we formulated in Exercises 8.10 and 8.11.

Formulate the analogues of both these algorithms to determine a solution of

equations (9.5.5), (9.5.6) and (9.5.8).

(b) Formulate the analogue of the algorithm considered in Exercise 8.11 to

determine a solution of equations (9.5.5)–(9.5.7).

(c) Calculate the solutions using your algorithms for the games considered in

Exercise 4.

(d) Calculate the solutions also using your algorithms for a number of games with

more than one state variable. Discuss some (dis)advantages of the various

algorithms.

7. Reconsider the EMU differential game of Example 9.9. Assume now that in this

game both countries are less optimistic than the Central Bank concerning the

occurrence of external shocks. We model this by considering the game:

_ssðtÞ ¼ �sðtÞ � f1ðtÞ þ f2ðtÞ þ 1

2
iEðtÞ þ wðtÞ; sð0Þ ¼ s0;

with

J1 :¼
ð1
0

f2s2ðtÞ þ f 21 ðtÞ � 2w2ðtÞgdt;

J2 :¼
ð1
0

f2s2ðtÞ þ 2f 22 ðtÞ � 2w2ðtÞgdt;

and

JE :¼
ð1
0

fs2ðtÞ þ 3i2EðtÞ � 4w2ðtÞgdt:

(a) Determine all soft-constrained feedback Nash equilibria of this game.

(b) Compare your answer with the results of Example 9.9 and conclude.

8. Reconsider the lobby-game from Exercise 8.6. However, now assume that the future

dynamics are not completely known to the players and that the system dynamics are

corrupted by some deterministic noise. Both the industry and environmental lobbyist
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take this uncertainty into account by considering the following optimization

problems, respectively.

min
ui

ð1
0

e�rtf�cðtÞ þ �u2i ðtÞ � u2eðtÞ þ v1w
2ðtÞgdt and

min
ue

ð1
0

e�rtfcðtÞ � �u2i ðtÞ þ u2eðtÞ þ v2w
2ðtÞgdt

subject to _ccðtÞ ¼ ��cðtÞ þ uiðtÞ � ueðtÞ þ wðtÞ; cð0Þ ¼ c0:

(a) Interpret this problem setting.

(b) Reformulate the problem into the standard framework.

(c) Consider the case r ¼ 0:1, � ¼ 0:95, � ¼ 7=36, v1 ¼ 7=15 and v2 ¼ 7. Show that

with X1 :¼ �1=3 0:2063
0:2063 �8:3962

� �
and X2 :¼ 1 �1:0749

�1:0749 10:7163

� �
the equa-

tions (9.5.5)–(9.5.8) are satisfied.

9. Assume that the state of the system is generated by the linear noisy system,

_xxðtÞ ¼ AxðtÞ þ B1u1ðtÞ þ � � � þ BNuNðtÞ þ EwðtÞ:

The noise w is white, Gaussian, of zero mean and has covariance �ðt � �Þ. The initial
state at time t ¼ 0, x0, is a Gaussian random variable of mean m0 and covariance P0.

This random variable is independent of w. The strategy spaces considered by the

players are assumed to be the set of linear feedback actions �lfb
i , as defined in Section

8.2. Consider the cost function for player i

LiðF1; . . . ;FNÞ :¼ lim
T1!1

1

T1
log E exp

1

2
2i

ðT1
0

xT Qi þ
XN
j¼1

FT
j RijFj

 !
xðtÞ

( )
dt

 !( )
:

The numbers 
i are positive, the matrices Rij are symmetric, Qi � 0 and Rii > 0.

(a) Show that the conditions from Theorem 9.25 under which this game has an

LEQG feedback Nash equilibrium coincide with the conditions under which the

game considered in Theorem 9.18 has a solution.

(b) Consider the two-player scalar game A ¼ �1, B1 ¼ B2 ¼ E ¼ 1; R11 ¼ 2;
R22 ¼ 1

2
, R12 ¼ R21 ¼ 0, Q1 ¼ Q2 ¼ 1, 
1 ¼ 1 and 
2 ¼ 2. Show that all condi-

tions mentioned in Theorem 9.25 are satisfied. Determine the LEQG feedback

Nash equilibrium of this game and the associated cost for both players.

(c) Answer the same question as in part (b) but now with 
1 ¼ 3 and 
2 ¼ 6.

(d) Answer the same question as in part (b) but now with 
1 ¼ 1=3 and 
2 ¼ 2=3.

(e) Compare your answers in parts (b)–(d) and conclude. Interpret your answer also

using a deterministic framework.

10. Consider two countries. Country 2 is a developing country, whereas country 1

contributes a fixed amount (1%) of its national product to the development of
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country 2. Utility in both countries is assumed to be a quadratic function of its

national product. The government’s budget in both countries is ideally assumed to be

a fixed fraction (
i) of its national product. The goal of both governments is to

maximize the total discounted utility in their countries. The problem is formalized as

follows

min
fi

ð1
0

e�2rtf�y2i ðsÞ þ �ið fiðsÞ � 
iyiðsÞÞ2gds

subject to

_yy1ðtÞ ¼ �1y1ðtÞ þ b1 f1ðtÞ; y1ð0Þ ¼ �yy1

_yy2ðtÞ ¼ 	1y2ðtÞ þ 0:01	2y1ðtÞ þ b2 f2ðtÞ; y2ð0Þ ¼ �yy2:

(a) Interpret the above model and, in particular, the variables and parameters

involved.

(b) Rewrite the model into the standard framework. For that purpose introduce the

new control variables uiðtÞ :¼ fiðtÞ � 
iyiðtÞ.
Introduce

si ¼ b2i
�i
; i ¼ 1; 2; A :¼ a1 0

a2 a3

" #
:¼ �1 � r þ b1
1 0

0:01	2 	1 � r þ b2
2

" #
;

S1 :¼
s1 0

0 0

" #
; S2 :¼

0 0

0 s2

" #
;Q1 ¼

�1 0

0 0

" #
and Q2 ¼

0 0

0 �1

" #
:

(c) Consider the matrix M associated with the open-loop Nash equilibria (see 7.4.3).

Show that the characteristic polynomial of M is ð�a3 � �Þð�a1 � �Þ
ð�2 � ða21 � s1ÞÞð�2 � ða23 � s2ÞÞ. Prove that a basis for the eigenspace of M

corresponding to the eigenvalue � ¼ �a1 is ½0 0 0 0 1 0�T .
(d) Show that the game has

(i) no open-loop equilibrium if both a21 < s1 and a23 < s2,

(ii) one open-loop equilibrium that permits a feedback synthesis if a21 > s1 and

a23 < s2.

(iii) more than one open-loop equilibrium that permits a feedback synthesis if

both a21 > s1 and a23 > s2.

Can you find an intuitive explanation for these results?

(e) Consider the case that both a21 > s1 and a23 > s2. Show that the game has a

feedback Nash equilibrium with K1 ¼ k1 0

0 0

� �
and K2 ¼ x1 x2

x2 x3

� �
for appro-

priately chosen numbers k1 and xi; i ¼ 1; 2; 3.
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(f) Choose a1 ¼ 0:25, a2 ¼ 0:002, a3 ¼ 0:02, s1 ¼ 0:016 and s2 ¼ 0:0002. Calcu-
late the feedback Nash equilibrium in part (e).

(g) Consider the above model where both differential equations are corrupted

by some deterministic input. Formulate the corresponding soft-constrained

optimization problem. Next take as a starting point the feedback Nash equi-

librium you calculated in part (e) to assess the influence of different risk attitudes

by both governments on the feedback Nash equilibrium outcome. To calculate

the various soft-constrained equilibria use your algorithm from Exercise 6.

Interpret your results.

11. Consider the following game on government debt stabilization (for notation, see

Section 7.8.1):

min
f ð:Þ

LF ¼
ð1
0

e��tf f 2ðtÞ þ 
m2ðtÞ þ �d2ðtÞgdt and min
mð:Þ

LM ¼
ð1
0

e��tfm2ðtÞ

þ �d2ðtÞgdt;

subject to the dynamic constraint

_ddðtÞ ¼ rð1þ sin te�tÞdðtÞ þ f ðtÞ � mðtÞ; dð0Þ ¼ d0: ð9:10:1Þ

(a) Assume the monetary and fiscal authorities do not know the exact dynamic

evolution (9.10.1) of the debt, but are aware of this fact, and consider instead the

dynamic game

min
f ð:Þ

sup
wð:Þ2L2

LF ¼
ð1
0

e��tff 2ðtÞ þ 
m2ðtÞ þ �d2ðtÞ � vFw
2ðtÞgdt and

min
mð:Þ

sup
wð:Þ2L2

LM ¼
ð1
0

e��fm2ðtÞ þ �d2ðtÞ � vMw
2ðtÞgdt;

subject to the dynamic constraint

_ddðtÞ ¼ rdðtÞ þ f ðtÞ � mðtÞ þ wðtÞ; dð0Þ ¼ d0:

Determine the equilibrium actions for this game. Do not solve the involved equations

explicitly.

(b) Let d0 ¼ 1, r ¼ � ¼ 0:02, 
 ¼ 0:25, � ¼ 0:6525; � ¼ 0:7150 and

vF ¼ vM ¼ 10. Calculate numerically the equilibrium actions. Calculate numeri-

cally the real evolution of the debt using these equilibrium actions.

(c) Answer the same questions as in part (b), but now with vF ¼ 5. Compare the

results with those obtained in part (b) and conclude.

(d) Answer the same questions if vF ¼ 2.
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9.11 Appendix

Proof of Theorem 9.8

The matrices A� SX and A� SX þMX are stable by assumption. This implies that
�FF 2 F and �ww 2 L

q
2ð0;1Þ, respectively. By Lemma 9.7

JðF;w; x0Þ ¼ xT0Xx0 þ
ð1
0

fkðF � �FFÞxk2R � kw� V�1ETXxk2Vgdt:

From this it follows that

Jð�FF;w; x0Þ ¼ xT0Xx0 �
ð1
0

fkw� V�1ETX~xxk2Vgdt � xT0Xx0;

where ~xx is generated by _~xx~xx ¼ ðAþ B�FFÞ~xxþ Ew; ~xxð0Þ ¼ x0: Furthermore, if Jð�FF;w; x0Þ ¼
xT0Xx0 then w ¼ �ww. Hence Jð�FF;w; x0Þ < xT0Xx0 for all w 6¼ �ww, and Jð�FF; �ww; x0Þ ¼ xT0Xx0.

This, obviously, also implies that �FF 2 �FF .

Next, we show that JðF; �ww; x0Þ � Jð�FF; �ww; x0Þ for all F 2 F . Let x̂x and �xx be generated by

_̂xx̂xx ¼ ðAþ BFÞx̂xþ E�ww; x̂xð0Þ ¼ x0;

and

_�xx�xx ¼ ðAþ B�FFÞ�xxþ E�ww; �xxð0Þ ¼ x0;

respectively. Define furthermore

� :¼ ð�FF � FÞx̂x; � :¼ �ww� V�1ETXx̂x:

Then JðF; �ww; x0Þ � Jð�FF; �ww; x0Þ ¼
Ð1
0
fk�k2R � k�k2Vgdt: Introducing � :¼ �xx� x̂x we have

that

_�� ¼ ðAþ B�FFÞ� þ B� ð9:11:1Þ

with �ð0Þ ¼ 0; and � ¼ V�1ETX�. Since both x̂x and �xx belong to Ln2ð0;1Þ it follows that �
and � are quadratically integrable as well, which implies that �ðtÞ ! 0 for t ! 1. So,Ð1
0

d
dt
�TX�dt ¼ 0: Hence

JðF; �ww; x0Þ � Jð�FF; �ww; x0Þ ¼
ð1
0

ðk�k2R � k�k2VÞ �
d

dt
�TX�

� �
dt

¼
ð1
0

fk�k2R � 2�TBTX� � �TðATX þ XA� 2XSX þ XMXÞ�gdt

¼
ð1
0

fk� � R�1BTX�k2R � �TðATX þ XA� XSX þ XMXÞ�gdt

¼
ð1
0

fk� þ �FF�k2R þ �TQ�gdt:
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Next, define w :¼ � þ �FF� ¼ �FF�xx� Fx̂x. Then, equation (9.11.1) shows that _�� ¼ A� þ Bw:
Since �ð0Þ ¼ 0 and �ðtÞ ! 0 for t ! 1 also

Ð1
0

d
dt
�TY�

� �
dt ¼ 0: Hence

JðF; �ww; x0Þ � Jð�FF; �ww; x0Þ ¼
ð1
0

ðkwk2R þ k�k2QÞ þ
d

dt
�TY�

� �
dt

¼
ð1
0

fwTRwþ 2wTBTY� þ �TðQþ ATY þ YAÞ�gdt

¼
ð1
0

fkwþ R�1BTY�k2R þ �TðQþ ATY þ YA� YSYÞ�gdt � 0;

where the last inequality follows by assumption. &

Proof of Theorem 9.10

By definition �FF 2 F is such that the Hamiltonian matrix H�FF defined in equation (9.3.6)

has no eigenvalues on the imaginary axis. This implies that there is an open neighborhood

O�FF � F of �FF such that for all F 2 O�FF , HF has no eigenvalues on the imaginary axis. Let

F 2 O�FF be an arbitrary element. Then Lemma 9.6 part (ii) applies with A, Q and �ðw; x0Þ
replaced by Aþ BF, Qþ FTRF and JðF;w; x0Þ, respectively. By this lemma
�JJðF; x0Þ :¼ maxw2Lq

2
ð0;1Þ JðF;w; x0Þ ¼ xT0 ðFÞx0 where  : O�FF ! Rn�n is defined by

 ðFÞ :¼ X, and X is the stabilizing solution of

Qþ FTRF þ ðAþ BFÞTX þ XðAþ BFÞ þ XMX ¼ 0:

In Lancaster and Rodman (1995) it is shown that the maximal solution of

~XXð�Þ~DDð�Þ~XXð�Þ � ~XXð�Þ~AAð�Þ � ~AATð�Þ~XXð�Þ � ~CCð�Þ ¼ 0 ð9:11:2Þ
is a real-analytic function of k real variables � 2 �, where � is an open connected set in

Rk if (i) ~AAð�Þ, ~CCð�Þ and ~DDð�Þ are real-analytic functions of �, (ii) ~DDð�Þ � 0, (iii)

ð~AAð�Þ; ~DDð�ÞÞ is stabilizable, and (iv) the matrix

�~AAð�Þ ~DDð�Þ
~CCð�Þ ~AATð�Þ

� �

has no eigenvalues on the imaginary axis for all � 2 �. Under the conditions (ii) and (iii),
the maximal solution of (9.11.2) coincides with the unique solution of (9.11.2) for which

the eigenvalues of ~AAð�Þ � ~DDð�Þ~XXð�Þ lie in the closed left-half plane (for example,

Lancaster and Rodman (1995)). Note that �X is the maximal solution of (9.11.2) with
~AAð�Þ ¼ Aþ BF, ~CCð�Þ ¼ �Q� FTRF, ~DDð�Þ ¼ M and � ¼ vecF (vec F denotes the

vector obtained from F by stacking the columns of F). Clearly, condition (i) and (ii) hold;

condition (iii) follows from the stability of Aþ BF and condition (iv) follows from the

easily verifiable fact that the matrices HF and

�A� BF M

�Q� FTRF ðAþ BFÞT
� �

have the same eigenvalues. Hence,  is an analytic function of F in any open connected

subset of �FF . In particular �JJ is differentiable with respect to F in such a set. Since �JJ attains
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its minimum at �FF 2 F , for each x0 2 Rn, a differentiation argument shows that the

Fréchet derivative @ ð�FFÞ ¼ 0: Next, define the transformation � : �FF � Rn�n ! Rn�n by

�ðF;XÞ :¼ Qþ FTRF þ ðAþ BFÞTX þ XðAþ BFÞ þ XMX:

By definition, �ðF;  ðFÞÞ ¼ 0 for all F 2 O�FF . Taking the derivative of this equality at

F ¼ �FF shows that �FF ¼ �R�1BT ð�FFÞ. Substituting this in �ð�FF;  ð�FFÞÞ ¼ 0 gives

Qþ AT ð�FFÞ þ  ð�FFÞA�  ð�FFÞS ð�FFÞ þ  ð�FFÞM ð�FFÞ ¼ 0:

This shows that  ð�FFÞ satisfies equation (9.3.9) and furthermore, since it is the stabilizing

solution of the equation �ð�FF;XÞ ¼ 0 it follows that Aþ B�FF þM ð�FFÞ ¼ A� S ð�FFÞþ
M ð�FFÞ is stable. Finally, since �FF 2 �FF , the matrix A� S ð�FFÞ is stable. &
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maximal solution, 52

open-loop, 278
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Pareto-optimality, 243
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Basic assumptions A, 125
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standard, 16

Bellman’s principle, 154

Bendixson theorem, 88

Cayley-Hamilton theorem, 32

Characteristic polynomial, 21, 22

Cofactor, 20
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conjugate, 25, 27
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imaginary axis, 24

imaginary part, 24

multiplication, 24
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real axis, 24
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Continuous differentiable, 71
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Convex function, 23
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Costate variable, 126
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Critical point, 78

d-comprehensive, 243

Detectable, 95

Determinant, 18, 27
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Differential equation

fundamental set of solutions, 69

initial condition, 64

solution, 70, 84

solution, extended sense, 75
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theorem, 156
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Eigenspace, 21

generalized, 23

Eigenvalue, 21, 27

Eigenvector, 21

algebraic multiplicity, 22

geometric multiplicity, 22

Equilibrium point, 78

degenerate, 87

focus, 86
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nonhyperbolic, 407

saddle, 85

sink, 83

source, 83

Euler-Lagrange theorem, 128

Feasible set, 241

Finite escape time, 71

Fréchet differentiable, 123

Fundamental existence/uniqueness theorem, 71

Gateaux differentiable, 122

Gram-Schmidt orthogonalization, 17

Graph subspace, 46

H1 robust control, 110, 291

Hamilton-Jacobi-Bellman equation, 156

Hamiltonian function, 126

Hamiltonian matrix, 46

Hilbert space, 227

Jordan chain, 37

Jordan-canonical form, 34, 39, 66

Kronecker Delta, 16

Lebesgue-measure, 75
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Linear (in)dependent, 15

Linear combination, 15

Linear feedback quadratic differential game

finite-planning horizon theorem, 364

convergence, 403, 411

infinite-planning horizon theorem,

scalar case, 383

Linear quadratic control problem, 178

finite-planning horizon, 177

theorems, 177, 186, 197, 207

fixed-endpoint, 219

free-endpoint, 219

infinite-planning horizon, 196

theorems, 197, 201, 205

Linear subspace, 15

Linear system, 63, 70, 79, 81

Lipschitz condition, 74

Locally square-integrable, 200

Lyapunov equation/theorem, 50

Matrix, 17
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inverse, 18

negative (semi-) definite, 43

nonsingular, invertible, 18

null space, kernel, 17

positive (semi-) definite, 43

rank, 18

spectrum, 21

square, 17

symmetric, 42

trace 21

transposition, 16, 42

Matrix exponential, 65

Maximum interval of existence, 70

Maximum principle, 133

theorem, 134

Minimized Hamiltonian, 141

Non-cooperative Nash equilibrium, 263

feedback, 362

LEQG feedback Nash, 473

linear feedback, 364

open-loop, 263

soft-constrained, 435

stationary linear feedback, 372

stochastic feedback variance-independent,

430

Null sets, 75

Numerical algorithm for

feedback algebraic Riccati equation, 393,

394, 402, 405

K-solution, 253

N-solution, 251, 252

open-loop algebraic Riccati equation, 299,

327

regulator algebraic Riccati equation, 200

soft-constrained algebraic Riccati equation,

467, 470, 476

Observable, 94, 95

Open-loop feedback synthesis, 285
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Open-loop linear quadratic differential game,
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infinite-planning horizon theorem, 283,

Operator, 227
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self-adjoint, 227

Orthogonal vectors, 16

Orthonormal completion, 17
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Pareto, 230
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solution, 230
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periodic solution, 87

sector, 90

separatrix, 85

vector field, 84

Pontryagin theorem, 134

positive (semi-) definite operator, 227

Quadratic form, 179

Regular linear quadratic control problem, 176

Regulator problem, 175

Riccati differential equation, 161, 178

feedback, 364

convergence, 403

open-loop, 268

convergence, 305

Saddle-point solution of a game, 112

Scrap value, 97

Shadow price, 159

Soft-constrained linear quadratic differential
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feedback, 451

LEQG feedback Nash theorem, 473

open-loop, 291, 296

Span, 15

Square integrable, 111

locally, 283

Stabilizable, 92

Stabilizing solution ARE, 49, 278, 372

strongly stabilizing solution, 279, 282

Stable manifold theorem, 79

Stable, Hurwitz, 83, 92

State, 64

Stochastic linear quadratic differential

game

finite-planning horizon theorem, 428

infinite-planning horizon theorem, 430

Subgame/Truncated game, 360

subgame perfect, 360

Subspace, 15

center, 80, 87

graph, 46

invariant, 34

orthogonal complement, 16

stable, 80

stable invariant, 36

unobservable, 94

unstable, 80

Switching curve, 145

Sylvester equation/theorem, 49

Threatpoint, 240

Time consistent, 360

strong, 360

weak, 360

Transition matrix, 69

Two-point boundary-value-problem, 128

Undominated strategy, 231

Value function, 155

Value of a game, 112

lower value, 112

upper value, 112

Variation-of-constants formula, 76

Vector inequality, 241

Well-posedness assumption, 212, 306

Zero-sum differential game

feedback

finite-planning horizon, 371

infinite-planning horizon, 383

open-loop

finite-planning horizon, 278

infinite-planning horizon, 277, 278

stochastic, 473

Index 497


	LQ Dynamic Optimization and Differential Games
	Contents
	Preface
	Notation and symbols
	1 Introduction
	1.1 Historical perspective
	1.2 How to use this book
	1.3 Outline of this book
	1.4 Notes and references

	2 Linear algebra
	2.1 Basic concepts in linear algebra
	2.2 Eigenvalues and eigenvectors
	2.3 Complex eigenvalues
	2.4 Cayley–Hamilton theorem
	2.5 Invariant subspaces and Jordan canonical form
	2.6 Semi-definite matrices
	2.7 Algebraic Riccati equations
	2.8 Notes and references
	2.9 Exercises
	2.10 Appendix

	3 Dynamical systems
	3.1 Description of linear dynamical systems
	3.2 Existence–uniqueness results for differential equations
	3.2.1 General case
	3.2.2 Control theoretic extensions

	3.3 Stability theory: general case
	3.4 Stability theory of planar systems
	3.5 Geometric concepts
	3.6 Performance specifications
	3.7 Examples of differential games
	3.8 Information, commitment and strategies
	3.9 Notes and references
	3.10 Exercises
	3.11 Appendix

	4 Optimization techniques
	4.1 Optimization of functions
	4.2 The Euler–Lagrange equation
	4.3 Pontryagin’s maximum principle
	4.4 Dynamic programming principle
	4.5 Solving optimal control problems
	4.6 Notes and references
	4.7 Exercises
	4.8 Appendix

	5 Regular linear quadratic optimal control
	5.1 Problem statement
	5.2 Finite-planning horizon
	5.3 Riccati differential equations
	5.4 Infinite-planning horizon
	5.5 Convergence results
	5.6 Notes and references
	5.7 Exercises
	5.8 Appendix

	6 Cooperative games
	6.1 Pareto solutions
	6.2 Bargaining concepts
	6.3 Nash bargaining solution
	6.4 Numerical solution
	6.5 Notes and references
	6.6 Exercises
	6.7 Appendix

	7 Non-cooperative open-loop information games
	7.1 Introduction
	7.2 Finite-planning horizon
	7.3 Open-loop Nash algebraic Riccati equations
	7.4 Infinite-planning horizon
	7.5 Computational aspects and illustrative examples
	7.6 Convergence results
	7.7 Scalar case
	7.8 Economics examples
	7.8.1 A simple government debt stabilization game
	7.8.2 A game on dynamic duopolistic competition

	7.9 Notes and references
	7.10 Exercises
	7.11 Appendix

	8 Non-cooperative feedback information games
	8.1 Introduction
	8.2 Finite-planning horizon
	8.3 Infinite-planning horizon
	8.4 Two-player scalar case
	8.5 Computational aspects
	8.5.1 Preliminaries
	8.5.2 A scalar numerical algorithm: the two-player case
	8.5.3 The N-player scalar case

	8.6 Convergence results for the two-player scalar case
	8.7 Notes and references
	8.8 Exercises
	8.9 Appendix

	9 Uncertain non-cooperative feedback information games
	9.1 Stochastic approach
	9.2 Deterministic approach: introduction
	9.3 The one-player case
	9.4 The one-player scalar case
	9.5 The two-player case
	9.6 A fishery management game
	9.7 A scalar numerical algorithm
	9.8 Stochastic interpretation
	9.9 Notes and references
	9.10 Exercises
	9.11 Appendix

	References
	Index




